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Preface

Welcome to the 2015 edition of Terminology and Artificial Intelligence (TIA

2015). This year the conference will be held on November 4-6 in the historical

city of Granada, Spain. It will be the first edition of TIA outside France.

We have received a wide range of submissions. Each submission was assigned

to at least three reviewers and acceptance decisions were based on the reviews

and the expertise of the programme committee. We finally accepted 16 long

papers, 5 short papers and 4 posters and demonstrations. Authors of long and

short papers also had the possibility to present their systems during a demo

session.

This year we had the privilege of coordinating the conference. This has been

a very enriching experience and we had the chance to work with a very efficient

group of people who did an amazing job to make everything run smoothly.

The local organization team was led by Pamela Faber and included Pilar León

Araúz, Beatriz Sánchez Cárdenas, Arianne Reimerink, Silvia Montero Mart́ınez,

Miguel Vega Expósito, and Ana Belén Pelegrina Ortiz, all from the University

of Granada.

Finally, we would like to thank the authors of submitted and accepted pa-

pers, and all the attendees to the conference, who will be the main actors from

November 4 to November 6, 2015. We are convinced that we will experience

a fantastic conference, scientifically exciting and full of fond memories, in the

unique environment of Granada.

October 5, 2015 Pamela Faber

Thierry Poibeau
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Helping term sense disambiguation with active learning . . . . . . . . . . . . . . . . 89

Pierre Andre Menard, Caroline Barrière and Jean Quirion

Syntagmatic Behaviors of Verbs in Medical Texts : Expert

Communication vs. Forums of Patients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Wandji Tchami Ornella, Natalia Grabar and Ulrich Heid

v

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain)



The time factor as an associative concept relation in modelling

post-liver transplant management complications . . . . . . . . . . . . . . . . . . . . . . 107

Paul Sambre, Cornelia Wermuth and Hendrik J. Kockaert

Tracing Research Paradigm Change Using Terminological Methods. A

Case Study on ”Machine Translation” in the ACL Anthology Reference

Corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Anne-Kathrin Schumann and Behrang Q. Zadeh

Evaluating noise reduction strategies for terminology extraction . . . . . . . . . 123

Johannes Schäfer, Ina Rösiger, Ulrich Heid and Michael Dorna

OMTAT annotation tool: semantical enrichment for legal document search 133

Sylvie Szulman, François Levy and Eve Paul
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Valérie Delavigne Université Paris 3-Sorbonne nouvelle, France

Pascaline Dury université Lumière Lyon 2, France
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Knowledge Extraction with Sa↵ron: A Framework

and Research Program

Paul Buitelaar

Unit for Natural Language Processing

Insight Centre for Data Analytics, National University of Ireland, Galway

IDA Business Park, Lower Dangan

Galway, Ireland

paul.buitelaar@insight-centre.org

Knowledge extraction from text is a longstanding challenge and ambition

in Natural Language Processing and AI in general. Success and failure in

this area depends however on definitions and use cases of ’knowledge’, which

I will address in this talk. Sa↵ron

1
is a framework for knowledge extraction

from text that has been developed over several years and was tested in a

wide range of use cases. In the talk I will present the basic architecture and

functionality of Sa↵ron and its use in several applications. In the second

part of the talk I will address some of the shortcomings of Sa↵ron, which

are the subject of our current research program.

1
http://sa↵ron.insight-centre.org/
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Multilingualism and Conceptual Modelling

Ricardo Mairal
Facultad de Filologa

Dpto. de Filologas Modernas y sus Lingüı́sticas
Paseo de la Senda del Rey, 7

UNED
Madrid 28040

rmairal@flog.uned.es

One of the leading motivations behind the multilingual semantic web is to
make resources accessible digitally in an online global multilingual context. Con-
sequently, it is fundamental for knowledge bases to find a way to manage multilin-
gualism and thus be equipped with those procedures for its conceptual modelling.
In this context, the goal of this paper is to discuss how common-sense knowledge
and cultural knowledge are modelled in a multilingual framework. More particu-
larly, multilingualism and conceptual modelling are dealt with from the perspective
of FunGramKB, a lexico-conceptual knowledge base for natural language under-
standing. This project argues for a clear division between the linguistic and the
conceptual dimensions of knowledge. While the conceptual layer is organized into
three modules, which result from a strong commitment towards capturing semantic
knowledge (Ontology), procedural knowledge (Cognicon) and episodic knowledge
(Onomasticon), the linguistic level includes a lexicon and a grammaticon (a syn-
tactic repository of constructional schemata). Cultural mismatches are discussed
and formally represented at both the conceptual and the linguistic levels of Fun-
GramKB.
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Using a distributional neighbourhood graph to enrich semantic frames in
the field of the environment

Gabriel Bernier-Colborne Marie-Claude L’Homme
Observatoire de linguistique Sens-Texte (OLST)

Université de Montréal
C.P. 6128, succ. Centre-Ville

Montréal (QC) Canada, H3C 3J7
{gabriel.bernier-colborne|mc.lhomme}@umontreal.ca

Abstract

This paper presents a semi-automatic
method for identifying terms that evoke
semantic frames (Fillmore, 1982). The
method is tested as a means of identifying
lexical units that can be added to existing
frames or to new, related frames, using a
large corpus on the environment. It is hy-
pothesized that a method based on distri-
butional semantics, which exploits the as-
sumption that words that appear in sim-
ilar contexts have similar meanings, can
help unveil lexical units that evoke the same
frame or related frames. The method em-
ploys a distributional neighbourhood graph,
in which each word is connected to its near-
est neighbours according to a distributional
semantic model. Results show that most
lexical units identified using this method
can in fact be assigned to frames related to
the field of the environment.

1 Introduction1

Recent work has shown that Frame Seman-
tics (Fillmore, 1982; Fillmore and Baker, 2010)
is an extremely useful framework to account for
the lexical structure of specialized fields of knowl-
edge (Dolbey et al., 2006; Faber et al., 2006;
Schmidt, 2009; L’Homme et al., 2014). It is espe-
cially attractive in terminology since it provides an
apparatus to connect linguistic properties of terms
to a more abstract conceptual representation level.

1The work reported in this paper is carried out within a
larger project entitled “Understanding the environment lin-
guistically and textually”, whose objective is to develop
methods for characterizing the contents of texts on two differ-
ent levels: 1. textual (using methods and techniques derived
from corpus linguistics and text mining); and 2. linguistic
(based on lexical semantic models).

Frame Semantics has proved especially useful
to represent predicative units (verbs such as de-
forest, recycle, warm; predicative nouns such as
impact, pollution, salinization; adjectives such as
clean, green, sustainable), units that are often
ignored in terminological resources. L’Homme
et al. (2014) showed that the framework and
more specifically the methodology devised within
the FrameNet Project (Ruppenhofer et al., 2010)
could be used to represent various lexico-semantic
properties of predicative terms (in English and in
French). L’Homme and Robichaud (2014) showed
that frames could be connected via a series of re-
lations and contribute to help us understand how
terms are used to express environmental knowl-
edge. However, as will be seen below, the work
that led to the definition of frames and relations
between frames mentioned above was done man-
ually and turns out to be quite time-consuming.
In this paper, we explore the potential of a semi-
automatic, graph-based method to discover frame-
relevant lexical units based on corpus evidence.

This paper is structured as follows. Section 2
explains how semantic frames help reveal part
of the lexical structure of a specialized field of
knowledge. Section 3 describes the graph-based
method used to identify frame-relevant lexical
units. Section 4 discusses how the model used
in the manual evaluation of this method was se-
lected. Section 5 presents the evaluation method-
ology and the results of the evaluation.

2 Frame Semantics applied to the field of
the environment

In a specialized field such as the environment,
many concepts correspond to processes, events
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and properties which are typically expressed lin-
guistically by predicative terms (verbs, predicative
nouns and adjectives). However, traditional termi-
nological models (and even less traditional ones,
such as ontologies) are not properly equipped
to describe the terms that denote these concepts
and account for their specific linguistic proper-
ties, namely the fact that they require arguments
(X changes Y; impact of X on Y). Frame Seman-
tics (Fillmore, 1982; Fillmore and Baker, 2010)
presents itself as a suitable alternative to these
models since it is designed to connect linguistic
properties to an abstract conceptual structure. In
addition, it is well equipped to represent predica-
tive lexical units and their argument structure.

2.1 Discovering frames in the field of the
environment

L’Homme et al. (2014) describe a method to dis-
cover semantic frames based on an existing termi-
nological resource called DiCoEnviro2, that con-
tains English and French terms related to the field
of the environment. Each entry in DiCoEnviro is
devoted to a lexical unit (LU), i.e. a lexical item
that conveys a specific meaning, and states the ar-
gument structure of the LU, as in the following
examples:

• warm1a, vi: climate[Patient] warms

• warm1b, vt: gas[Agent] or change[Cause] warms
climate[Patient]

• warm, adj.: warm climate[Patient]

Argument structures state the number of oblig-
atory participants, and two different systems are
used to label them: the first one accounts for
the semantic roles of arguments (Agent, Patient,
Cause); the second one gives a typical term, i.e.
a term that is representative of what can appear in
that position.

Many entries – especially entries that describe
predicative terms – come with annotated contexts
that show how arguments3 are realized in sen-
tences extracted from an environmental corpus.
For example, annotated contexts for warm1b are
shown in Table 1.

2See http://olst.ling.umontreal.ca/

cgi-bin/dicoenviro/search_enviro.cgi.
3Non-obligatory participants are also annotated, as shown

in the last sentence in Table 1, in which the phrase since 1750,
which expresses Time, is annotated.

The primary radiative effect of CO2 and wa-
ter vapour[CAUSE] is to WARM the surface
climate[PATIENT] but cool the stratosphere.

As increases in other greenhouse
gases[CAUSE] WARM the atmosphere and
surface[PATIENT], the amount of water vapour
also increases, amplifying the initial warming
effect of the other greenhouse gases.

The simulations of this assessment report (for
example, Figure 5) indicate that the estimated
net effect of these perturbations[CAUSE] is to
HAVE WARMED the global climate[PATIENT]

since 1750[TIME].

Table 1: Annotated contexts for warm1b

Argument structures and annotations were used
to discover frames using two different methods.
A semantic frame is a knowledge structure that
represents specific situations (e.g. a teaching sit-
uation, a selling situation, a driving situation). A
frame includes participants (called frame elements
or FEs), some of which are obligatory (core FEs)
and some of which are optional (non-core FEs).
For instance, the Operate vehicle frame describes
a situation in which a Vehicle is set in motion by a
Driver and includes the following core FEs: Area,
Driver, Goal, Path, Source, and Vehicle. Lexical
units such as cycle, cruise, drive, pedal, and ride
evoke this frame (FrameNet, 2015). In this pre-
vious work, it was assumed that terms that share
similarities with regard to their argument struc-
tures (number and semantic roles of arguments)
and that share similarities with regard to the non-
obligatory participants annotated in contexts are
likely to evoke the same frame.

The first method consisted in comparing the ar-
gument structures and non-obligatory participants
of terms already encoded in the terminological re-
source. This method shows that the verbs cool1a,
warm1a and the nouns cooling1 and warming1

share many features. They all have a single argu-
ment (a Patient) and share some non-obligatory
participants (Degree, Duration, Location).

The second method – which was applied only
to the English terms – consisted in comparing the
contents of the terminological resource to that of
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Figure 1: Comparison between the terminological database and FrameNet

FrameNet.4 Relevant data were extracted from the
FrameNet database for terms that were recorded
in the terminological resource, as shown in Fig-
ure 1. This figure shows an example in which
a correspondence between FrameNet and the ter-
minological database could be established. How-
ever, in many instances, matches could not be
made as nicely. In various cases, specific frames
needed to be defined for the environmental terms
(for instance, a new frame was created to cap-
ture adjectives such as clean, environmental and
green, whose meaning can be loosely described as
“that does not harm the environment”). In other
cases, existing frames in FrameNet needed to be
adapted to the data extracted from the terminolog-
ical database for different reasons (slightly more
specific meanings, different number of arguments,
etc.).

2.2 A “framed” representation of the
terminology of the environment

It soon became obvious that some of the frames
identified based on the methods described in Sec-
tion 2.1 could be linked. For instance, all pro-
cesses related to changes affecting the environ-
ment appeared to be somehow related.

Again, using FrameNet (2015) as a reference,
relations were established between some of the
frames defined for environmental terms. Two

4The FrameNet team releases an XML version of the
database (Baker and Hong, 2010).

relations not found in FrameNet (2015) were
added (Is opposed to and Is a property of). This
work led to the development of a resource called
the Framed DiCoEnviro,5 in which users can
navigate through frames and relations between
frames, and access the terms that evoke these
frames along with their annotations. Figure 2
shows some of the relations identified between the
frame Change of temperature (COT) (that con-
tains verbs such as cool1a, warm1a and the nouns
cooling1 and warming1) and other frames.

3 Method for discovering related LUs

The methods described above allowed us to de-
fine a first subset of frames that are relevant for the
field of the environment, link part of these frames
and assign lexical units (LUs) to them. Based on
this preliminary data, we explored the potential of
a semi-automatic method to enrich our resource by
adding new LUs to existing frames or discovering
new frames. This method exploited distributional
information obtained from a much larger corpus
than the one used in the work described above.

The method we tested to discover related LUs
is based on the neighbourhood graph induced by a
distributional model of semantics. Distributional
semantic models are commonly used to estimate
semantic similarity, the underlying hypothesis be-

5See http://olst.ling.umontreal.ca/

dicoenviro/framed/index.php (in development).
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Change of temperature

Change natural featureWeather eventAmbient temperature

Cause temperature change

Change of phase Change position on a scale Balancing

Cause balanceCause change of position on a scale

Ceasing to be

Being at risk

Cause change natural feature

Damaging

Undergo change of state

Progress

Cause change into organized society

Water emanating Change of impact

Cause change of impact

Figure 2: Change of temperature and related frames

ing that words that appear in similar contexts tend
to be semantically related (Harris, 1954). The
usual method of querying a distributional model
is simply to compute, given a particular word, a
sorted list of similar words. This method has sev-
eral drawbacks, as has been pointed out recently
by Gyllensten and Sahlgren (2015), who use a rel-
ative neighbourhood graph to query distributional
models in a way that accounts for the fact that the
query can have multiple senses. The method used
here is similar in that it exploits a distributional
neighbourhood graph. This allows us to take a list
of terms and visualize their semantic neighbour-
hood, in order to identify related terms that can be
encoded as frame-evoking LUs, either in existing
frames or in new ones.

Various kinds of graphs could be used to com-
pute and visualize the distributional neighbour-
hood of a particular word or set of words. We use
a k-nearest-neighbour (k-NN) graph, two exam-
ples of which are the symmetric k-NN graph and
the mutual k-NN graph (Maier et al., 2007). In
a symmetric k-NN graph, two words wi and wj

are connected if wi is among the k nearest neigh-
bours (NNs) of wj or if wj is among the k NNs
of wi. In a mutual k-NN graph, the two words are
connected only if both conditions are true: wi is
among the k NNs of wj and wj is among the k
NNs of wi. In this work, we chose to use a mu-
tual k-NN graph6, the intuition behind this deci-
sion being that if two words are mutual NNs, there
is a better chance that they actually do have sim-
ilar meanings. This principle has been exploited
elsewhere (Ferret, 2012; Claveau et al., 2014).

The graph construction procedure can be sum-

6We also tested the symmetric k-NN graph, but we only
report results obtained with the mutual graph. We achieved
higher F-scores using the mutual graph.

marized as follows. Given a distributional seman-
tic model, we compute the pairwise similarity be-
tween all words. For each word, we compute its k
NNs by sorting all other words in decreasing order
of similarity to that word and keeping the k most
similar. Then, for each word wi and each neigh-
bour wj in the k NNs of wi, we add an edge in
the graph between wi and wj if wi is also among
the k NNs of wj . The resulting graph can be used
to visualize the distributional neighbourhood of a
term or set of terms.

4 Model selection

Any model that allows us to estimate the seman-
tic similarity of two words can be used to build a
semantic neighbourhood graph such as the one de-
scribed in Section 3. We tested two different dis-
tributional semantic models for this purpose. Both
models have several parameters which must be set
and which can have a significant impact on the ac-
curacy of the model in a given application. We
therefore used an automatic evaluation procedure
to tune the models’ parameters and select a model
for manual evaluation.

4.1 Corpus and reference data

The corpus used to build the models is the
PANACEA Environment English monolingual
corpus (Catalog Reference ELRA-W0063), a cor-
pus containing 28071 web pages related to the
environment (approximately 50 million tokens).
The corpus was compiled automatically using
a focused web crawler developed within the
PANACEA project, and is freely distributed by
ELDA for research purposes.7 The corpus was

7See http://catalog.elra.info/product_

info.php?products_id=1184.
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converted from XML to raw text and lemmatized
using TreeTagger (Schmid, 1994).

Reference data were extracted from the Framed
DiCoEnviro.8 The reference data are sets of
LUs that evoke the same semantic frame. The
list of English LUs was extracted from each of
the frames included in the Change of temperature
(COT) scenario9 (cf. Figure 2). Two LUs (thaw-
ing and thinning) were excluded because they
were not in the vocabulary used to construct the
models, which contains the 10,000 most frequent
lemmatized words in the corpus, excluding stop
words. We obtained 13 sets containing a total of
53 LUs, each frame containing between 2 and 7
LUs. The number of unique LUs is 45, several
LUs evoking more than one frame.10

4.2 Models tested

Two different distributional semantic models were
tested. The first is a bag-of-words (BOW)
model (Schütze, 1992; Lund et al., 1995), which is
based on a word-word cooccurrence matrix com-
puted using a sliding context window. The second
is word2vec (Mikolov et al., 2013a; Mikolov et
al., 2013b), a neural language model that has been
used in many NLP applications in the past few
years. Word2vec (W2V) learns distributed word
representations that can be used in the same way
as BOW vectors to estimate semantic similarity.

The models’ parameters were tuned by testing
various combinations of parameter values, build-
ing neighbourhood graphs from each resulting
model, and computing evaluation metrics on these
graphs based on the reference data described in
Section 4.1.

Some of the main choices that must be made
when training a model using word2vec pertain to
the architecture of the model (continuous skip-
gram or continuous bag-of-words), the training
algorithm (hierarchical softmax or negative sam-
pling), the use of subsampling of frequent words,
the size (dimensionality) of the word vectors and

8Data extracted on 2015-05-22. Data has been added
since then, as the resource is in development.

9Frames related to the scenario only through a See also
relation were excluded.

10Polysemous LUs evoke different frames. For
instance, warm1a (intransitive verb) evokes the
Change of temperature frame; warm1b (transitive verb)
evokes the Cause temperature change frame; and warm2

(adjective) evokes the Ambient temperature frame.

the size of the context window. We tested vari-
ous values for each of these parameters, including
the recommended values11 when available. A to-
tal of 160 models were tested. In the case of the
BOW model, important parameters12 include the
type, shape and size of the context window, the
weighting scheme applied to the cooccurrence fre-
quencies, and the use of dimensionality reduction.
Again, we tested different values for these param-
eters. Each model was tested with and without
dimensionality reduction, for which we used sin-
gular value decomposition (SVD). A total of 320
BOW models were built and evaluated (160 unre-
duced and 160 reduced using SVD).

For both models, we used the cosine similarity
to estimate the similarity between words.

4.3 Evaluation metrics for model selection

For each model tested, we constructed multiple k-
NN graphs, using different values of k. For each
of these graphs, we computed evaluation metrics
using the reference data described in Section 4.1.
We used precision and recall to check to what ex-
tent LUs belonging to the same frame were con-
nected in the graph. These metrics are computed
for each of the 45 unique LUs in the reference
data. Let wi be an LU, R(wi) the set of related
LUs that evoke at least one of the frames evoked
by wi, and NN (wi) the set of words that are adja-
cent to wi in the graph. Furthermore, let TP i (true
positives) be the number of words in NN (wi) that
are one of the related LUs in R(wi), FP i (false
positives) the number of words in NN (wi) that are
not in R(wi) and FN i (false negatives) the num-
ber of words in R(wi) that are not in NN (wi). The
evaluation metrics are then calculated as usual:

precisioni =
TP i

TP i + FP i

recalli =
TP i

TP i + FN i

F-scorei =
2⇥ precisioni ⇥ recalli

precisioni + recalli
11See https://code.google.com/p/

word2vec/#Performance.
12Several studies have assessed the influence of this

model’s parameters. The relative importance of several pa-
rameters was quantified using analysis of variance by Lapesa
et al. (2014).
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The average precision, recall and F-score for a
particular graph are then computed by taking the
mean scores over all LUs in the reference data.

4.4 Results

Table 2 shows how precision, recall and F-score
vary with respect to k. As the density of the graph
increases, recall increases and precision decreases,
the average F-score peaking around k = 10. The
table also shows the number of nodes in the sub-
graph corresponding to the 45 LUs and their ad-
jacent nodes in the graph. Based on these results,
we selected 10 as an appropriate value of k.

k nb nodes precision recall F1

5 125 0.2120 0.2125 0.1915
10 206 0.1681 0.3005 0.1971
15 284 0.1429 0.3560 0.1858
20 359 0.1253 0.3999 0.1730
25 431 0.1108 0.4339 0.1594

Table 2: Evaluation metrics and number of nodes in the
subgraph wrt k (averaged over all models)

Table 3 shows the average and maximum scores
of each model (BOW, BOW reduced using SVD,
and W2V) with k = 10. These results suggest that
the BOW model performs best for this application.

Model Avg prec.
(max)

Avg rec.
(max)

Avg F1
(max)

BOW 0.1960
(0.2775)

0.3153
(0.4268)

0.2184
(0.3016)

SVD 0.1567
(0.2007)

0.2987
(0.3830)

0.1903
(0.2412)

W2V 0.1517
(0.2245)

0.2875
(0.4206)

0.1826
(0.2727)

Table 3: Evaluation metrics wrt model (with k = 10)

By analyzing how precision and recall varied
with respect to the BOW model’s parameters, we
determined the optimal parameter values for this
application. For example, the optimal window
size was determined to be 3 words. The corre-
sponding graph was then evaluated manually.

5 Evaluation

Once the model had been selected, the cor-
responding neighbourhood graph was evaluated

manually. The evaluation was carried out by one
of the co-authors of this paper, who is responsible
for the development of the Framed DiCoEnviro.
The 45 unique LUs in the reference data had 137
unique neighbours (adjacent nodes in the graph).
These 137 words were evaluated manually in or-
der to determine to what extent the graph can serve
to discover frame-evoking LUs that can be added
to the database.

The evaluation was carried out one frame
at a time by observing the subgraph corre-
sponding to that frame’s LUs and their neigh-
bours (adjacent nodes in the neighbourhood
graph). For example, the subgraph for the frame
Cause change of impact is shown in Figure 3. In
each subgraph, the LUs already encoded in that
frame were highlighted in green, and those en-
coded in other frames in the COT scenario were
highlighted in blue. One or more numbers were
appended to the label of each LU to indicate which
frame(s) it evokes.

For each word that was not already encoded as
an LU in the COT scenario (i.e. for each white
node), the evaluator was asked to choose one of
the following categories:

1. The word should be encoded as an LU in the
COT scenario

(a) in an existing frame;
(b) in a new frame.

2. The word should be encoded as an LU in an-
other scenario

(a) in an existing frame that is related to the
COT scenario (by a See also relation);

(b) in an existing frame that is not related to
the COT scenario;

(c) in a new frame.

3. The word should not be encoded as an LU in
the database, but it is the realization of a core
FE of one of the frames in the COT scenario.

4. The word should not be encoded as an LU in
the database, nor is it the realization of a core
FE of one of the frames in the COT scenario.

Table 4 shows the results of this evaluation. As
these results show, most lexical items identified by
the method (105 out of 137) can be encoded in a
relevant frame in the field of the environment and
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Figure 3: Subgraph for the frame Cause change of impact

should be added to our resource. Among these,
88 would be frame-evoking LUs (categories 1 and
2) and 17 would be encoded as realizations of
FEs (category 3). Interestingly, 48 lexical items
are related to the COT scenario (categories 1a and
1b). The method allowed us to identify: 1. new
frame-evoking LUs (such as amplification, drop,
and scarcity) that had not been encoded in exist-
ing frames (category 1a); 2. LUs (such as alter-
ation and eliminate) that evoke frames that had not
been created (category 1b); and 3. variants (such
as cooler for cool and stabilise for stabilize).

Category Nb cases

1a 39
1b 9
1 (total) 48

2a 7
2b 3
2c 30
2 (total) 40

3 17

4 32

Total 137

Table 4: Summary of results.

The method also identified 40 items that would
be encoded in environmentally relevant frames,
but in a different scenario (category 2). It is worth
pointing out that among these, 7 items correspond
to LUs that would evoke a frame that is linked to

the COT scenario (category 2a).
Finally, although 32 lexical items identified by

the method would not be encoded in the resource
and are thus considered false positives from the
point of view of our application, further explana-
tions are required. Some lexical items could evoke
more general frames. For instance, rapid and slow
would appear in the same frame if the general lex-
icon were considered. Other items identified are
acronyms. GW, for instance, is the acronym for
global warming. Technically, it could be defined
as an LU evoking the COT frame, but multi-word
terms and acronyms are not considered in the re-
source.

6 Concluding remarks

All in all the results obtained are quite interesting
and show that the method can be used to assist lex-
icographers when defining frames and their lexi-
cal content, as the distributional neighbourhood of
frame-evoking LUs often contain LUs that evoke
the same frame or related frames. Distributional
neighbourhood graphs provide information about
the content of a specialized corpus that would be
impossible to extract manually from such a large
corpus. They are a very useful complement to
other corpus tools, such as term extractors and
concordancers, as they help lexicographers save
time and locate relevant lexical units (near syn-
onyms, variants) that they would otherwise miss.

In future work, we plan to integrate this
methodology to assist lexicographers when defin-
ing new frames related to the field of the envi-
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ronment. It could be particularly useful to ob-
tain a view on corpora that deal with new or more
specific topics and unveil the lexical units used
to convey the knowledge related to these topics.
It would also be interesting to test the potential
of the method in other fields of knowledge. Ex-
tensions of this work could also involve using a
graph-based clustering method to discover sets of
lexical units that evoke the same frame without us-
ing existing frames.
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Ontologies for terminological purposes: the EndoTerm project 

Abstract 

In today’s digital society, characterized by the 
Semantic Web and by Linked Data, ontologies, 
in the sense of Knowledge Engineering, have 
paved the way for new perspectives for Termi-
nology, namely in what concerns the operation-
alization of terminological products. The 
collaborative work involving Terminology and 
ontologies has led to the emergence of new the-
oretical perspectives, one of which being Onto-
terminology. This approach aims to reconcile 
Terminology’s linguistic and conceptual dimen-
sions whilst maintaining their fundamental dif-
ferences and, in addition, enables the 
construction of a computer-readable representa-
tion of a given conceptualization. Bearing this 
in mind, this paper presents the EndoTerm pro-
ject, a multilingual resource within the medical 
domain – with <Endometriosis> as the core 
concept – that comprises both verbal and non-
verbal representations and that can be computa-
tionally represented and manipulated. The 
presentation of micro-concept systems based on 
these verbal and non-verbal representations will 
support a reflection upon the role of the latter in 
terminology work.  

11 Introduction

Today’s digital society has paved the way for 
new perspectives and opportunities for Termi-
nology. In a context characterized by the Seman-
tic Web1 and by Linked Data2, the need for the 

1 Berners-Lee et al. (2001); Shadbolt et al. (2006). 
2 Berners-Lee (2006); Bizer et al. (2009) 

operationalization of terminologies, i.e. a compu-
tational representation of their concept system, 
has become increasingly important. In this re-
spect, ontologies, in the sense of Knowledge En-
gineering (KE) – “a formal, explicit specification 
of a shared conceptualization”3 –, constitute, ac-
cording to Roche (2015: 129), “one of the most 
promising paths towards operationalizing termi-
nologies”. Granting a key status to ontology in 
terminology work implies, nevertheless, rethink-
ing Terminology’s theoretical and methodologi-
cal principles and acknowledging the existence 
of a double dimension – linguistic and conceptu-
al – that may enhance Terminology’s role as a 
scientific discipline in its own right. 
 In the recent years, this joint work involving 
Terminology and ontology has led to the devel-
opment of numerous resources in various areas 
of knowledge, one of them being Medicine. The 
current challenges concerning the way medical 
information and knowledge are produced, used, 
stored and shared require efficient and reliable 

3 Even though Gruber’s definition – “explicit specification 
of a conceptualization” (1993: 199) – prevails in the litera-
ture as the most widely quoted, for the purpose of this pa-
per, ontology in the sense of KE will be regarded bearing in 
mind Studer et al.’s proposal (1998) quoted above, as it 
introduces three critical features: the fact that this specifica-
tion should be explicit, i.e. the type of concepts used and the 
constraints on their use are explicitly defined, and formal, 
i.e. machine-readable; and that the conceptualization should
be shared, i.e. an ontology should capture knowledge that is
consensual among a given community. These authors have
merged Gruber’s definition and the one put forward by
Borst (1997) – “a formal specification of a shared conceptu-
alization”. For further information, see Guarino et al. (2009)
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solutions, in a society that demands immediate 
and multi-platform access to all digital content.  

eHealth, defined by the World Health Organi-
zation (WHO) as “the cost-effective and secure 
use of information and communications technol-
ogies in support of health and health-related 
fields, including health-care services, health sur-
veillance, health literature, and health education, 
knowledge and research”4, has been considered a 
top priority by national and international institu-
tions worldwide, with several action plans and 
programs focusing on expert collaboration, pa-
tient empowerment and interoperability5. 

In order to be achieved, these and other goals 
may greatly benefit from the input provided by 
an approach combining the operationalization 
potential of ontologies with Terminology’s vital 
contribution to specialized knowledge as regards 
its representation, organization and dissemina-
tion.  

In short, this paper aims to reflect on the role 
of ontologies in supporting the creation of con-
cept systems for terminological purposes, partic-
ularly in the subject field of Medicine. Within 
Medicine, special attention will be given to Ob-
stetrics and Gynecology, namely to the concept 
of <Endometriosis>6, a chronic, inflammatory 
disease of gynecological nature that is yet rela-
tively unknown, even among the expert commu-
nity. 

This paper will be structured as follows: sec-
tion 2 will focus on the theoretical background, 
specifically in what concerns Terminology’s 
double dimension perspective and the notion of 
Ontoterminology. Section 3 will be dedicated to 
the role of ontologies and/or terminological sys-
tems in the biomedical domain. Section 4 will 
provide a brief overview of the EndoTerm pro-
ject, presenting a case study around the concept 
of <Laparoendoscopic single-site surgery>, a 
type of surgery currently being used within the 
context of endometriosis. Based on verbal and 
                                                             
4 http://www.who.int/healthacademy/media/WHA58-28-
en.pdf (30.07.2015) 
5 As an example, the successful implementation of interop-
erable Electronic Health Records (EHR) and ePrescription 
systems is one of the pivotal elements of the eHealth Action 
Plan 2012-2020, developed by the European Commission 
and available at: https://ec.europa.eu/digital-
agenda/en/news/ehealth-action-plan-2012-2020-innovative-
healthcare-21st-century (30.07.2015) 
6 Throughout this paper, concepts will be capitalized and 
written between single chevrons, whereas terms will be 
presented in lower case and between double quotation 
marks (Cf. Roche, 2015) 

non-verbal representation, as well as on the input 
of subject field experts, a set of conceptual maps 
will be put forward. The final section will consist 
of some concluding remarks. 

  

22 Terminology and ontology 

2.1 Terminology’s double dimension 

This approach, which encompasses both a lin-
guistic and conceptual dimension that are interre-
lated, has been more recently described by 
Roche (2012, 2015), Costa (2013) and Santos & 
Costa (2015). According to Roche (2015: 136), 
Terminology is “both a science of objects and a 
science of terms”. For Costa (2013), it is precise-
ly this double dimension, and the study of the 
relationship between one and the other that 
makes Terminology assume its role as an auton-
omous scientific subject. 

This double dimension approach implies, 
therefore, that both the experts’ conceptualiza-
tion of a given subject field and the discourses 
produced by them must be taken into account. 
The cornerstone of this approach lies in the com-
plementarity of these two fundamentally differ-
ent dimensions. Understanding the relationship 
between the two dimensions is crucial in termi-
nology work, as it will contribute to define a 
methodology that will not compromise the main 
goal of a terminological project as it is under-
stood in this paper, which is to represent, organ-
ize and share the knowledge from a domain, 
based on the way it is conceptualized by a com-
munity of experts.  

Consequently, it is believed that experts are 
indispensable to terminology work, working col-
laboratively with the terminologist in the differ-
ent steps of the project, in order to identify the 
key concepts of the subject field, as well as the 
way they relate to each other and how they are 
represented (cf. Costa et al., 2012) 

Nonetheless, and bearing in mind what was 
described in the introductory section, it is of par-
amount importance that the terminological prod-
ucts may, at some point, be operationalized, i.e. 
have a computational representation, and thus a 
more effective impact on the everyday life of the 
different target groups within the various subject 
fields. 

The rising interest in the aforementioned con-
ceptual and linguistic dimension, as well as in 
the subsequent synergies involving Terminology 
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and ontologies has led to the emergence of new 
theoretical perspectives7, one of which being On-
toterminology. 
 

2.2 Ontoterminology: a new approach to 
Terminology? 

Proposed by Roche et al. (2009), Ontoterminol-
ogy aims to reconcile Terminology’s linguistic 
and conceptual dimensions while maintaining 
their fundamental differences. Defined as a “ter-
minology whose conceptual system is a formal 
ontology” (Roche et al., 2009: 325), this ap-
proach considers the conceptualization of a given 
subject field as the starting point of any termino-
logical project, thus corroborating ISO 704’s 
view that “producing a terminology requires an 
understanding of the conceptualization that un-
derpins human knowledge in a subject area” 
(2009: 3). 

As mentioned in 2.1, the expert plays an es-
sential role throughout the process. However, 
Roche (2007) believes there may be risks inher-
ent to the extraction of ontologies directly from 
texts, since very often, and due to inconsisten-
cies, ellipses, metaphors and other phenomena, 
the lexical networks extracted from texts may not 
match the conceptual systems created with the 
help of the experts – hence, the discourse about 
knowledge should not be confused with 
knowledge itself: “Saying is not Modelling” 
(2007). 

This is not to say, though, that natural lan-
guage should be excluded from terminology 
work. In fact, “to conceptualize one must verbal-
ize” (Roche, 2015: 149). Resorting to specialized 
texts is indeed relevant8, although it must be tak-
en into account that texts do not contain concepts 
per se, but the linguistic usages of the terms that 
designate them. All in all, specialized texts con-
stitute an invaluable resource to the terminolo-
gist, especially in their first contact with a given 
                                                             
7 “Termontography” has been developed by the CVC in 
Brussels within the scope of the FF Poirot European Project 
and seeks to integrate ontologies in terminology work by 
combining Ontology Engineering, Terminography and Cor-
pus Linguistics (Kerremans et al. (2004); Kerremans & 
Temmerman (2004); Temmerman & Kerremans (2003)). 
Despite the fact they do not share the same goals and are 
based on a different theoretical and methodological frame-
work, comparing these approaches is not the purpose of this 
paper. 
8 And, in some cases, even indispensable, especially in the 
legal field, where texts are the pillar of expert knowledge 
and communication (see Costa et al. 2011, 2013). 

domain, and the experts can – and should – play 
a critical role in advising the terminologist as to 
the texts that are deemed representative and/or 
mandatory in a given area. 

Access to both linguistic and extra-linguistic 
knowledge is essential to any terminological pro-
ject, provided the text selection is supported by 
rigorous criteria and the methodology/-ies used 
are consistent with the type of resource being 
created, its purpose(s), target group(s) and re-
spective needs9. 

Instead of making them incompatible, the On-
toterminology approach aims to integrate the 
linguistic and the conceptual dimensions whilst 
preserving their core identities. This is visible in 
Roche’s (2012) extension of the classical seman-
tic triangle by Ogden and Richards (1923), called 
the “double semiotic triangle” (Figure 1). 

 
 
 
 

 
 
 
 
 

Figure 1: Double semiotic triangle (Roche, 2012) 
 In this diagram, it becomes clear that even 
though both dimensions are present in on-
toterminological projects, they rely on two dis-
tinct semiotic systems and should therefore not 
be confused. By separating signified (meaning) 
and signifier (term) – related to Linguistics and 
natural language – from the concept and its name 
(identifier) – part of a formal system, Ontotermi-
nology acknowledges a distinction between the 
definition of the term, written in natural lan-
guage, and the definition of the concept, written 
in a formal language10. 

This distinction can be particularly important 
in subject fields where concepts can be both rep-
resented and defined in a non-verbal way11. Med-
                                                             
9 Santos & Costa (2015) advocate a mixed methodology in 
terminological work (onomasiological and semasiological), 
although they argue that the order “is not arbitrary” (p. 176). 
For knowledge representation purposes, a concept-based 
approach may constitute a more adequate starting point. 
10  The formal language supporting concept definitions 
should allow these to be objective (not depending on an 
individual interpretation), consistent and constructive (al-
lowing the conceptualization to be computationally manipu-
lated) (Roche, 2015). 
11 A more thorough analysis on the role of the non-verbal in 
terminology and knowledge representation may be found, 
for instance, in Galinski & Picht (1997); Picht (1999, 2011); 
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icine is one of such domains: Figure 2 depicts the 
female reproductive system of a woman suffer-
ing from endometriosis, and it includes the ex-
tent and location of the disease in terms of 
lesions and adhesions. 

 
Figure 2: Stage-IV endometriosis (Classification 

of Endometriosis by the American Society for 
Reproductive Medicine, 1997) 

 
Far from seeing a mere illustration, a subject 

field expert would immediately recognize a case 
of Stage-IV (severe) endometriosis. Rather than 
being regarded as signs from a Saussurean per-
spective, the terms that can be identified here 
(“peritoneum”, “culdesac”, “deep endo”, “com-
plete obliteration”, “dense adhesions”, etc.) 
should be perceived as signs in the sense of Wil-
liam of Ockham, for whom a sign is “tout ce qui, 
étant appréhendé, fait connaître quelque chose 
d’autre” (cf. 1988: 7)12. 

The potential of the ontoterminological ap-
proach, supported by the acknowledgement of 
Terminology’s double dimension, provides an 
opportunity to make a contribution to the subject 
field of Medicine, in particular to <Endometrio-
sis>, allowing the creation of EndoTerm, a multi-
lingual resource that comprises both verbal and 
non-verbal representation and that can be com-
putationally represented and manipulated13. 

                                                                                            
Madsen (forthcoming); Roche (forthcoming); Prieto-
Velasco (forthcoming). 
12 It is clear that, on the one hand, we do find terms in dis-
course that give rise to the construction of meaning – a sig-
nifié in the Saussurean sense, i.e. they acquire value in 
discourse. On the other hand, and as signs, terms also have 
the capacity to exist outside of discourse (Ockham’s per-
spective), pointing towards the concept and thus providing 
access into the specialized domain. 
13 A first glimpse of which can be see in Section 4. 

33 Terminological resources in Medicine 

As mentioned above, Medicine is currently un-
dergoing significant changes in what concerns 
the production, use, storage and dissemination of 
medical information and, subsequently, medical 
knowledge. Nowadays, it is somewhat difficult 
to conceive – at least in some parts of the world 
– the practice of medicine without computerized 
medical records, prescriptions, examinations or 
even procedures, especially with the advent of 
robotic surgery. 

Due to the increasing needs and challenges 
that have characterized this area over the last few 
decades, a new discipline has emerged, in the 
confluence of Information Science, Computer 
Science and Healthcare: Health Informatics has 
been defined as “the interdisciplinary study of 
the design, development, adoption and applica-
tion of IT-based innovations in healthcare ser-
vices delivery, management and planning14.” 

In order to facilitate the computer-based pro-
cessing and exchange of medical or clinical in-
formation among all the stakeholders, that 
information is represented and organized via a 
number of terminological products, often 
grouped under the notion of “terminological sys-
tem”, with several typologies having been pro-
posed throughout the years (see Table 1).  
 

 Keizer et 
al. (2000) 

ISO 
17115 
(2007) 

EN 
12264 
(2005) 

Duclos et 
al. (2014) 

classification ✓ ✓ ✓ ✓ 
coding 
system ✗ ✓ ✗ ✓ 

coding 
scheme ✗ ✓ ✓ ✗ 

nomenclature ✓ ✗ ✓ ✓ 
ontology ✓ ✗ ✗ ✓ 
taxonomy ✗ ✗ ✗ ✓ 

terminology ✓ ✓ ✓ ✓ 
thesaurus ✓ ✗ ✓ ✓ 

vocabulary ✓ ✗ ✓ ✓ 
 

Table 1: Typologies of terminological systems. 
 
Used by the ISO/TC215 “Health Informat-

ics”, this umbrella term is characterized as a “set 
of designations within the domain of health care 
with, when appropriate, any associated rules, 
relationships and definitions” (ISO 1828: 2012). 
Albeit relevant, this definition does not fit the 
purposes of this paper and the project it aims to 
present, as it does not address the conceptual di-
                                                             
14  U.S. National Library of Medicine. Available in: 
https://www.nlm.nih.gov/hsrinfo/informatics.html  
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mension of terminological resources and, hence, 
their ongoing evolution from “simple code-
name-hierarchy arrangements, into rich, 
knowledge-based ontologies of medical con-
cepts”, as noted by Cimino (2001)15. 

Concept orientation has been presented in the 
literature as one of the key principles underlying 
the creation of today’s (bio)medical terminologi-
cal resources (see, for example, Chute et al. 
(1996); Coiera (2003); Duclos et al. (2014); 
etc.), and was, in fact, one of the twelve require-
ments, also known as desiderata, that Cimino 
(1998) believed should support all terminological 
systems within the medical context in the 21st 
century16. 

In recent years, many (bio)medical termino-
logical resources have been designed or rede-
signed, in order to incorporate ontology-based 
elements, such as formal concept definitions, 
which, in turn, will enable both the operationali-
zation and the aspired interoperability in this 
field. Yet each resource serves a specific pur-
pose, which, in turn, determines their epistemo-
logical principles, core structure, the 
organization of the various concepts, as well as 
the language(s) of expression.   

One of the initial stages of the EndoTerm pro-
ject included extensive research of a set of repre-
sentative (bio)medical resources (e.g. 
International Classification of Diseases (ICD), 
Medical Subject Headings (MeSH), Human Dis-
ease Ontology (DOID), Unified Medical Lan-
guage System (UMLS)), to be used as a starting 
point in the creation of a thorough concept map 
of the domain in question. One of the following 
subsections will contain an example of one of 
these resources and its respective results con-
cerning <Endometriosis>, namely the Systema-
tized Nomenclature of Medicine – Clinical 
Terms (SNOMED-CT). Firstly, however, it is 
important to contextualize the concept of depar-
ture within our research project. 
 

                                                             
15  It should be mentioned, though, that the boundaries 
among these different types of resources have become more 
and more blurred, in such a way that the term “ontology” is 
often being used indistinctly to refer to all of them. Grabar 
et al. (2012: 376-377) list several examples from the 
(bio)medical domain that illustrate “the lack of precise dis-
tinction among semantic resources in the literature”. 
16 Check Cimino (1998, 2006) for further information on the 
Desiderata. 

3.1 Endometriosis: facts and figures 

Endometriosis is defined as “the presence of en-
dometrial-like tissue outside the uterus, which 
induces a chronic, inflammatory reaction” 
(Kennedy et al., 2005). The exact prevalence of 
the disease is unknown, but it is believed to af-
fect an estimated 176 million women of repro-
ductive age worldwide (Adamson et al., 2010). 
While its etiology is uncertain, it is likely to be 
multifactorial, including genetic, immunological, 
endocrinological and environmental influences.   
 Women with endometriosis typically have a 
range of pain-related symptoms, such as dys-
menorrhea, dyspareunia, dyschezia, dysuria, 
non-cyclical pelvic pain, as well as chronic fa-
tigue (Dunselman et al., 2014). A recent study 
conducted in 10 countries throughout the world 
has reported an overall diagnostic delay of 6.7 
years (Nnoaham et al., 2011). Moreover, the 
World Endometriosis Research Foundation 
(WERF) EndoCost study (Simoens et al. (2012) 
has shown that the costs arising from women 
with endometriosis treated in referral centers are 
substantial (an average annual total cost per 
woman of €9579), an economic burden that is at 
least comparable to the costs of other chronic 
diseases, such as diabetes, Crohn’s disease, or 
rheumatoid arthritis. 
 Surgical procedures play a key role in the di-
agnosis and treatment of the disease and are of-
ten depicted in the form of videos, which is why 
they were chosen as the focus of the case study 
to be presented in Section 417.  
 

3.2 Endometriosis in SNOMED-CT 

The Systematized Nomenclature of Medicine – 
Clinical Terms (SNOMED-CT) is a comprehen-
sive, multilingual healthcare terminology, result-
ing from the merge of the Systematized 
Nomenclature of Pathology (SNOP), published 
by the College of American Pathologists, and the 
Clinical Terms Version 3 (former Read Codes), 
designed by the UK’s National Health Service18. 
When implemented in an application, and due to 
the Description Logic foundation of this tool, 
SNOMED-CT enables the representation of clin-

                                                             
17 Laparoscopy plus histology of resected endometriosis is, 
in fact, considered the “gold standard” in the diagnosis of 
this condition (Dunselman et al., 2014). 
18 It is currently owned and distributed by the International 
Health Terminology Standards Development Organisation 
(IHTSDO). 
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ical content in electronic health formats (e.g. 
EHR) in a consistent, reliable and computer-
readable way19. 
 The building blocks of this resource are the: i) 
concepts, representing clinical meanings and 
organized into hierarchies, ranging from general 
to specific (with 19 top-level concepts); ii) de-
scriptions, which link appropriate human-
readable terms to concepts; and iii) relation-
ships, connecting concepts to other related con-
cepts20. Each one of these three components has 
their own unique numeric identifier. Figure 3 
illustrates the results obtained for <Endometrio-
sis> in SNOMED-CT. 

In the blue box on the top left corner, it can 
be seen that <Endometriosis (disorder)> is the 
concept name, and it coincides with the so-called 
Fully Specified Name (FSN), whereas “Endome-
triosis (clinical)” is the preferred synonym and 
“Endometriosis” the acceptable synonym. The 
Parents and Children elements refer to the “su-
pertypes” and the “subtypes” of the concept in 
question, linked via |Is a| relationships.  

 
 

 
 
 
 
 

 
 
 

 
 

 
 

 

 
 

 

                                                             
19For more information, see: http://www.ihtsdo.org/snomed-
ct; https://elearning.ihtsdotools.org  
20 The relationships in SNOMED-CT express defining char-
acteristics of a concept and they can be divided into: a) 
subtype hierarchy relationships (Is a); or b) attribute rela-
tionships, which have a particular value provided by another 
concept, i.e. procedure concepts are linked, for instance, to 
certain sites. 

 
 

 
 

 
 
 
 
 
 
 
Figure 3: <Endometriosis> in SNOMED-CT (adapted 
from http://browser.ihtsdotools.org) 

 
It should be noted that the subtype concepts 

are mainly related to the different organs or body 
parts where the disease can be located (e.g. blad-
der, intestine, etc.). There are further subdivi-
sions in some of the Children that have not been 
included due to space constraints. 

The final diagram represents the two types of 
concept relationships associated to <Endometrio-
sis (disorder)>, distinguished by colours and 
types of arrows. The purple concept is an upper-
level SNOMED-CT concept, linked to the initial 
concept by a |Is a| relationship. The yellow bub-
bles display an attribute relationship [has Asso-
ciated morphology] and [has definitional 
manifestation] between the initial concept and 
<Endometriosis (morphological abnormality)> 
and <Pain (finding)>, respectively. 

44 Terminology and Knowledge Organi-
zation 

4.1 The EndoTerm Project 

As previously mentioned, the EndoTerm project 
aims at the creation of a multilingual21 termino-
logical resource based around the concept of 
<Endometriosis>. This will be destined to future 
experts and to experts of other, related domains, 
mainly for training purposes. One of the objec-
tives is to integrate the resource in an e-learning 
platform. 

Since there are very few specialized texts 
about this disease in European Portuguese (EP), 
as most experts publish in English, it is believed 
a contribution could also be made to enrich the 
domain terminology in EP and, simultaneously, 
to improve linguistic quality criteria, which, in 

                                                             
21 In English, European Portuguese and French. German 
might be included at a later stage of the project. 
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the future, might be applied to other projects in-
volving information retrieval. 

Although the inclusion of both verbal and 
non-verbal elements had already been foreseen 
in the project, due to the importance of the latter 
in this particular subject field, the group of ex-
perts that have been collaborating in this endeav-
our suggested the analysis of a type of resource 
that is becoming more and more important with-
in the medical community: the video article22. 

By combining verbal (narration from the ex-
pert(s), slides with text, etc.) and non-verbal el-
ements (2D or 3D images, animations, surgery 
footage), video articles constitute a noteworthy 
resource to take into account in the light of Ter-
minology’s double dimension. As a new type of 
scholarly communication that seems to be here to 
stay, its inclusion in a specialized corpus in a 
medical terminology project may become inevi-
table, which will, in turn, pose interesting theo-
retical and methodological challenges.  

 

4.2 <LESS surgery>: the case study 

The case study presented in this paper is based 
on a video article entitled “Single port laparos-
copy”23, which portrays a gynecological proce-
dure – in this case, a hysterectomy, commonly 
seen as a last resort in cases of severe endometri-
osis – using a relatively recent type of surgery 
called single port laparoscopy. 

The further study of the concept <Single port 
laparoscopy> pointed towards a lack of termino-
logical consensus among the expert community. 
In fact, more than 20 acronyms used to designate 
this concept have been identified in the litera-
ture24.  

In order to solve this problem, a multidisci-
plinary medical consortium25 gathered in 2008 
and decided that the term “laparoendoscopic sin-
gle-site surgery” (also known as LESS surgery) 
most accurately depicted the surgical procedure 
in question. 

                                                             
22 For a more detailed description of this new type of re-
source, see Carvalho et al. (forthcoming). 
23  Available at: http://www.fertstert.org/article/S0015-
0282%2812%2900387-1/fulltext 
24 See Box et al. (2008), Gill et al. (2010), Autorino et al. 
(2011), Rao et al. (2011), Sarkissian & Irwin (2013), Mori 
(2014), Naitoh (2014). 
25 Called the Laparoendoscopic Single-Site Surgery Consor-
tium for Assessment and Research (LESSCAR), that pub-
lished a consensus statement with the main conclusions of 
that meeting (Gill et al., 2010). 

Based on information provided by textual 
sources, some of which cited below, by the 
aforementioned video article and others on the 
same topic, as well as by the feedback from two 
senior expert gynecologists who are also sur-
geons, a concept modeling proposal based on 
<LESS surgery> was created using a software 
environment for concept system building called 
OTe (Ontoterminology engine) Soft, supported 
by ontoterminological principles (see Section 
2.2.). 

Designed by the Condillac research team26, 
this tool has a clear concept orientation, even 
though the user can also incorporate terms and, 
thus, the linguistic dimension. OTe Soft is struc-
tured around concepts, perceived as knowledge 
of a plurality of things that “help organize reality 
by grouping similar objects through what they 
have in common (Roche, 2015) (e.g. <Laparo-
scope>). One or more terms may be assigned to 
each concept, in various languages: i) natural 
(e.g. “laparoscope” (EN); “laparoscope” (FR); 
etc.; or ii) formal (e.g. programming language). 
In addition, a concept may be qualified by attrib-
utes, which have a given value, and be assigned 
one or more instances, also called “things”, i.e. 
representations of elements in reality (Check 
Figure 6). 

Concepts are linked to each other via concept 
relations: subsumption (is_a) (generic) and com-
position (part_of) (partitive) are presented by 
default. However, the tool allows the user to cre-
ate new concept relations, as long as the logical 
principles are maintained (e.g. two concepts can-
not be linked by the instance of relation)27. These 
relations are represented by different colours, in 
order to facilitate the graph’s visual readability. 
The final “product” is called model, or semantic 
network, which can be exported in various for-
mats (json, RDFS or OWL). 

The following figures (4, 5 and 6) present ex-
amples of micro-concept maps built around the 
concept of <LESS surgery>: due to possible vis-
ual constraints, only partial views are shown 
here. The first micro-map (Figure 4) aims to po-

                                                             
26 www.condillac.org 
27 One of the challenges of creating a concept-modeling 
proposal lies, in fact, in defining other types of concept 
relations that do not fall under the generic or partitive cate-
gories. The ISO standards (1087-1:2000 and 704: 2009) 
lack diversity and systematisation, by classifying all the 
remaining relations as “non-hierarchical” (cf. Nuopponen 
2011, 2014). 
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sition <LESS surgery> within the broader con-
cept of <Surgery>.  

 
 

 

 
 

 
 
 
 
 

Figure 4: The concept of <LESS surgery> 
 
There is a first subdivision presenting <Open 

surgery> and <Minimally invasive surgery> as 
subordinate concepts of <Surgery>. In the latter 
subtype, the subsequent hierarchy-based model-
ing was constructed through specific differentia-
tion, bearing in mind the Aristotelian definition 
of genus + differentia28: i) with/without external 
incision; ii) with one incision/with more than one 
incision. Besides other advantages, such as the 
operationalization potential mentioned before, 
this concept modeling strategy constitutes a val-
uable starting point for the terminologist in the 
construction of natural language definitions.  

On the upper left side, the linguistic dimen-
sion is also visible, and it includes the terms as-
sociated to the <LESS surgery> concept. In this 
case, it was decided to list some of the synonyms 
of the concept identified in the literature: Single-
Incision Laparoscopic Surgery – SILS; Single-
Site Laparoscopy (SSL); Single-Port Access 
(SPA); Single-Port Laparoscopy (SPL). Alt-
hough the image does not show that, the user has 
the possibility of navigating through the concept 
network via concepts, terms, or relations. The 
three images in Figure 4 were added afterwards, 
as the current version of the OTe Soft tool does 

                                                             
28 These, along with other Aristotelian categories, are ex-
plored in Porphyry’s Isagoge (2003). 

not yet allow the user to upload external re-
sources (e.g. images, videos, diagrams, etc.)29.  

Figure 5 explores the types of umbilical inci-
sions that may occur in a LESS surgery, being 
that the single incision in the umbilicus (navel) is 
regarded by the expert community as the essen-
tial characteristic of the concept, i.e. the charac-
teristic which makes the concept what it is and 
constitutes its essence (cf. ISO 1087-1: 2000). In 
this figure, the metaphoric use attributed to the 
<Omega incision> should also be emphasized. 

 
 

 
 
 
 

 
 
 

 
Figure 5: Types of <Umbilical incision> 

 
Figure 6 contains a more detailed insight on 

the types of laparoscopes that exist, one of which 
- <Flexible video laparoscope> - is currently be-
ing used to perform LESS surgeries. In this case, 
the EndoEYE is presented as an instance of this 
concept.  

 
 

 
 
 
 
 
 

 
 
 
 
 

 
 

 
 

 
Figure 6: Types of <Laparoscope> 

                                                             
29 This also applies to the images in the remaining figures. 
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There is also a basic distinction within the 
expert community between flexible and rigid 
laparoscopes, as depicted by the map. 

55 Concluding remarks 

As a scientific discipline in the confluence of 
several others (e.g. logic, information science, 
cognitive sciences, linguistics, etc.), Terminolo-
gy brings an unquestionable added value not on-
ly to the study of specialized language in various 
subject fields but, ultimately, also to the study of 
how knowledge is represented, organized and 
shared among a community of practice. 

Nowadays, though, that contribution can only 
be further enhanced if the results of terminologi-
cal work can be operationalized, i.e. represented 
in a computational format. Ontologies, in the 
sense of KE, represent a promising pathway that, 
however, must be based on collaborative work 
and on solid theoretical and methodological ap-
proaches. By acknowledging Terminology’s lin-
guistic and conceptual dimension and by 
applying that principle to the creation of tools, 
multidisciplinary teams integrating both “lin-
guist-terminologists” and “engineer-
terminologists” will be able to respond more ef-
fectively to the growing needs of expert commu-
nities – and, increasingly, of society as a whole. 

Medicine is one of the fields where changes 
are more constant and substantial, and where 
terminological resources can play an even more 
vital role. Due to today’s technological progress, 
it is likely that a sort of “multimedia knowledge 
base” may become a more and more common 
instrument in patient and expert education, which 
is why it is believed that the study and inclusion 
of non-verbal elements in these resources 
would represent an important qualitative leap in 
the joint research involving Terminology and 
Knowledge Engineering. 
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Abstract

This paper aims at investigating the
use of textual distributional similarity
measures in the context of comparable
corpora. We address the issue of measuring
the relatedness between documents by
extracting, measuring and ranking their
common content. For this purpose, we
designed and applied a methodology
that exploits available natural language
processing technology with statistical
methods. Our findings showed that using
a list of common entities and a simple,
yet robust set of distributional similarity
measures was enough to describe and
assess the degree of relatedness between
the documents. Moreover, our method has
demonstrated high performance in the task
of filtering out documents with a low level
of relatedness. By a way of example, one
of the measures got 100%, 100%, 95% and
90% precision when injected 5%, 10%,
15% and 20% of noise, respectively.

1 Introduction

Comparable corpora1 can be considered an
important resource for several research areas
such as Natural Language Processing (NLP),
terminology, language teaching, and automatic
and assisted translation, amongst other related
areas. Nevertheless, an inherent problem to those
who deal with comparable corpora in a daily
basis is the uncertainty about the data they are
dealing with. Indeed, little work has been done
on semi- or automatically characterising such

1I.e. corpora that include similar types of original texts
in one or more language using the same design criteria (cf.
(EAGLES, 1996; Corpas Pastor, 2001)).

linguistic resources and attempting a meaningful
description of their content is often a perilous
task (Corpas Pastor and Seghiri, 2009). Usually,
a corpus is given a short description such as
“casual speech transcripts” or “tourism specialised
comparable corpus”. Yet, such tags will be of
little use to those users seeking for a representative
and/or high quality domain-specific corpora.
Apart from the usual description that comes
along with the corpus, like number of documents,
tokens, types, source(s), creation date, policies
of usage, etc., nothing is said about how similar
the documents are or how to retrieve the most
related ones. As a result, most of the resources
at our disposal are built and shared without deep
analysis of their content, and those who use them
blindly trust on the people’s or research group’s
name behind their compilation process, without
knowing nothing about the relatedness quality
of the documents. Although some tasks require
documents with a high degree of relatedness
between each other, the literature is scarce on this
matter.

Accordingly, this work explores this niche by
taking advantage of several textual Distributional
Similarity Measures (DSMs) presented in the
literature. Firstly, we selected a specialised
corpus about tourism and beauty domain that was
manually compiled by researchers in the area of
translation and interpreting studies. Then, we
designed and applied a methodology that exploits
available NLP technology with statistical methods
to assess how the documents correlate with each
other in the corpus. Our assumption is that the
amount of information contained in a document
can be evaluated via summing the amount of
information contained in the member words. For
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this purpose, a list of common entities was used
as a unit of measurement capable of identifying
the amount of information shared between the
documents. Our hypothesis is that this approach
will allow us to: compute the relatedness between
documents; describe and characterise the corpus
itself; and to rank the documents by their degree
of relatedness. In order to evaluate how the DSMs
perform the task of ranking documents based on
their similarity and filter out the unrelated ones,
we introduced noisy documents, i.e. out-of-
domain documents to the corpus in hand.

The remainder of the paper is structured as
follows. Section 2 introduces some fundamental
concepts related with DSMs, i.e. explains the
theoretical foundations, related work and the
DSMs exploited in this experiment. Then, Section
3 presents the corpora used in this work. After
applying the methodology described in Section
4, Section 5 presents and discusses the obtained
results in detail. Finally, Section 6 presents the
final remarks and highlights our future work.

2 Distributional Similarity Measures

Information Retrieval (IR) (Singhal, 2001) is the
task of locating specific information within a
collection of documents or other natural language
resources according to some request. This field
is rich in statistical methods that use words
and their (co-)occurrence to retrieve documents
or sentences from large data sets. In simple
words, these IR methods aim to find the most
frequently used words and treat the rate of usage
of each word in a given text as a quantitative
attribute. Then, these words serve as features
for a given statistical method. Following Harris’
distributional hypothesis (Harris, 1970), which
assumes that similar words tend to occur in similar
contexts, these statistical methods are suitable,
for instance to find similar sentences based on
the words they contain (Costa et al., 2015) and
automatically extract or validate semantic entities
from corpora (Costa et al., 2010; Costa, 2010;
Costa et al., 2011). To this end, it is assumed
that the amount of information contained in a
document could be evaluated by summing the
amount of information contained in the document
words. And, the amount of information conveyed
by a word can be represented by means of the
weight assigned to it (Salton and Buckley, 1988).

Having this in mind, we took advantage of two
IR measures commonly used in the literature, the
Spearman’s Rank Correlation Coefficient (SCC)
and the Chi-Square (χ2) to compute the similarity
between documents written in the same language
(see section 2.1 and 2.2). Both measures are
particularly useful for this task because they are
independent of text size (mostly because both
use a list of the common entities), and they are
language-independent.

The SCC distributional measure has been
shown effective on determining similarity
between sentences, documents and even on
corpora of varying sizes (Kilgarriff, 2001; Costa
et al., 2015; Costa, 2015). It is particularly useful,
for instance to measure the textual similarity
between documents because it is easy to compute
and is independent of text size as it can directly
compare ranked lists for large and small texts.

The χ2 similarity measure has also shown
its robustness and high performance. By way
of example, χ2 have been used to analyse the
conversation component of the British National
Corpus (Rayson et al., 1997), to compare both
documents and corpora (Kilgarriff, 2001; Costa,
2015), and to identify topic related clusters in
imperfect transcribed documents (Ibrahimov et
al., 2002). It is a simple statistic measure that
permits to assess if relationships between two
variables in a sample are due to chance or the
relationship is systematic.

Bearing this in mind, distributional similarity
measures in general and SCC and χ2 in particular
have a wide range of applicabilities (Kilgarriff,
2001; Costa et al., 2015; Costa, 2015). Indeed,
this work aims at proving that these simple, yet
robust and high-performance measures allow to
describe the relatedness between documents in
specialised corpora and to rank them according to
their similarity.

2.1 Spearman’s Rank Correlation
Coefficient (SCC)

In this work, the SCC is adopted and calculated as
in Kilgarriff (2001). Firstly, a list of the common
entities2 L between two documents dl and dm is
compiled, where Ldl,dm ✓ (dl\dm). It is possible
to use the top n most common entities or all

2In this work, the term ‘entity’ refers to “single words”,
which can be a token, a lemma or a stem.
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common entities between two documents, where
n corresponds to the total number of common
entities considered |L|, i.e. {n|n 2 N0, n  |L|}
– in this work we use all the common entities for
each document pair, i.e. n = |L|. Then, for each
document the list of common entities (e.g. Ldl and
Ldm) is ranked by frequency in an ascending order
(RLdl

and RLdm
), where the entity with lowest

frequency receives the numerical raking position
1 and the entity with highest frequency receives
the numerical raking position n. Finally, for each
common entity {e1, ..., en} 2 L, the difference in
the rank orders for the entity in each document is
computed, and then normalised as a sum of the

square of these differences
⇣ nP

i=1
s2i

⌘
. The final

SCC equation is presented in expression 1, where
{SCC|SCC 2 R,−1 ≥ SCC  1}.

SCC(dl, dm) = 1−
6 ⇤

nP
i=1

s2i

n3 − n
(1)

2.2 Chi-Square (χ2)

The Chi-square (χ2) measure also uses a list of
common entities (L). Similarly to SCC, it is also
possible to use the top n most common entities
or all common entities between two documents,
and again, we use all the common entities for
each document pair, i.e. n = |L|. The number
of occurrences of a common entity in L that
would be expected in each document is calculated
from the frequency lists. If the size of the
document dl and dm are Nl and Nm and the
entity ei has the following observed frequencies
O(ei, dl) and O(ei, dm), then the expected values
are eidl =

Nl⇤(O(ei,dl)+O(ei,dm))
Nl+Nm

and eidm =

Nm⇤(O(ei,dl)+O(ei,dm))
Nl+Nm

. Equation 2 presents the
χ2 formula, where O is the observed frequency
and E the expected frequency. The resulted χ2

score should be interpreted as the interdocument
distance between two documents. It is also
important to mention that {χ2|χ2 2 R, 1 ≥
χ2 < 1}, which means that as more unrelated the
common entities in L are, the lower the χ2 score
will be.

χ2
(dl, dm) =

X
(O − E)

2

E
(2)

3 Corpora

INTELITERM3 is a specialised comparable
corpus composed of documents collected from the
Internet. It was manually compiled by researchers
with the purpose of building a representative
corpus (Biber, 1988, p.246) for the Tourism and
Beauty domain. It contains documents in four
different languages (English, Spanish, Italian and
German). Some of the texts are translations of
each other (parallel), yet the majority is composed
of original texts. The corpus is composed of
several subcorpora, divided by the language and
further for each language there are translated and
original texts. For the purpose of this work, only
original documents in English, Spanish and Italian
were used, which for now on will be referred as
int en, int es, int it, respectively.

In order to analyse how the DSMs perform
the task of ranking documents based on their
similarity and filter out the unrelated ones,
it is necessary to introduce noisy documents,
i.e. out-of-domain documents to the various
subcorpora. To do that, we chose the well-
known Europarl4 corpus (Koehn, 2005), a parallel
corpus composed by proceedings of the European
Parliament. As mentioned further in section 5.2,
we added different amounts of noise to the various
subcorpora, more precisely 5%, 10%, 15% and
20%. These noisy documents were randomly
selected from the “one per day” Europarl v.7 for
the three working languages: English, Spanish
and Italian (eur en, eur es, eur it, respectively).

nDocs types tokens types

tokens

int en 151 11,6k 496,2k 0.023
eur en 30 3.4k 29,8k 0.116
int es 224 13,2k 207,3k 0.063
eur es 44 5,6k 43,5k 0.129
int it 150 19,9k 386,2k 0.052
eur it 30 4,7k 29,6k 0.159

Table 1: Statistical information per subcorpora.

All the statistical information about both the
INTELITERM subcorpora and the set of 20%
of noisy documents, randomly selected for each
working language, are presented in Table 1. In
detail, this Table shows: the number of documents

3
http://www.lexytrad.es/proyectos.html

4
http://www.statmt.org/europarl/
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(nDocs); the number of types (types); the number
of tokens (tokens); and the ratio of types per
tokens ( types

tokens ) per subcorpus. These values
were obtained using the Antconc 3.4.3 (Anthony,
2014) software, a corpus analysis toolkit for
concordancing and text analysis.

4 Methodology

This section describes the methodology employed
to calculate and rank documents based on
their similarity using Distributional Similarity
Measures (DSMs). All the tools, libraries and
frameworks used for the purpose in hand are also
pointed out.

1) Data Preprocessing: firstly all the
INTELITERM documents were processed
with the OpenNLP5 Sentence Detector and
Tokeniser. Then, the annotation process
was done with the TT4J6 library, which is a
Java wrapper around the popular TreeTagger
(Schmid, 1995) – a tool specifically designed
to annotate text with part-of-speech and lemma
information. Regarding the stemming, we
used the Porter stemmer algorithm provided
by the Snowball7 library. A method to remove
punctuation and special characters within the
words was also implemented. Finally, in order
to get rid of the noise, a stopword list8 was
compiled to filter out the most frequent words
in the corpus. Once a document is computed
and the sentences are tokenised, lemmatised
and stemmed, our system creates a new output
file with all this new information, i.e. a
new document containing: the original, the
tokenised, the lemmatised and the stemmed
text. Using the stopword list mentioned above
a Boolean vector describing if the entity is a
stopword or not is also added to the document.
This way, the system will be able to use only
the tokens, lemmas and stems that are not
stopwords.

2) Identifying the list of common entities
between documents: in order to identify
a list of common entities (from now on
5
https://opennlp.apache.org

6
http://reckart.github.io/tt4j/

7
http://snowball.tartarus.org

8Freely available to download through the following URL
https://github.com/hpcosta/stopwords.

we will use the acronym NCE), a co-
occurrence matrix was built for each pair
of documents. Only those that have at
least one occurrence in both documents are
considered. As required by the DSMs (see
section 2), their frequency in both documents
is also stored within this matrix (Ldl,dm =

{ei, (f(ei, dl), f(ei, dm)); ej , (f(ej , dl),
f(ej , dm)); ...; en, (f(en, dl), f(en, dm))},
where f represents the frequency of an entity
in a document). With the purpose of analysing
and comparing the performance of different
DSMs, three different lists were created to be
used as input features: the first one using the
Number of Common Tokens (NCT), another
using the Number of Common Lemmas
(NCL) and the third one using the Number of
Common Stems (NCS).

3) Computing the similarity between
documents: the similarity between
documents was calculated by applying
three different DSMs (DSMs =

{DSMNCE , DSMSCC , DSM�2}, where
NCE , SCC and �2 refer to Number of Common
Entities, Spearman’s Rank Correlation
Coefficient and Chi-Square, respectively),
each one calculated using three different input
features (NCT, NCL and NCS).

4) Computing the document final score: the
document final score DSM(dl) is the mean of
the similarity scores of the document with all
the documents in the collection of documents,

i.e. DSM(dl) =

n�1P
i=1

DSMi(dl,di)

n−1 , where n
corresponds to the total number of documents
in the collection and DSMi(dl, di) the resulted
similarity score between the document dl with
all the documents in the collection.

5) Ranking documents: finally, the documents
were ranked in a descending order according
to their DSMs scores (i.e. NCE, SCC or χ2).

5 Results and Analysis

This experiment is divided into two parts. In the
first part (section 5.1), we describe the corpus
in hand by applying three different Distributional
Similarity Measures (DSMs): the Number of
Common Entities (NCE), the Spearman’s Rank
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Correlation Coefficient (SCC) and the Chi-Square
(χ2). As a input feature to the DSMs, three
different lists of entities were used, i.e. the
Number of Common Tokens (NCT), the Number
of Common Lemmas (NCL) and the Number of
Common Stems (NCS). By a way of example,
Table 2 shows the NCT between documents, the
SCC and the χ2 scores and averages (av) along
with the associated standard deviations (σ) per
measure and subcorpus. Figure 1 presents the
resulted average scores per document in a box plot
format for all the combinations DSM vs. feature.
Each box plot displays the full range of variation
(from min to max), the likely range of variation
(the interquartile range or IQR), the median, and
the high maximums and low minimums (also
know as outliers). It is important to mention
that for the first part of this experiment (section
5.1) we did not use a sample, but instead the
entire INTELITERM subcorpora in their original
size and form, which means that all obtained
results and made observations came from the
entire population, in this case the English (int en),
Spanish (int es) and Italian (int it) subcorpora
(for more details about the subcorpora see section
3). Regarding the second part of this experiment,
we used the same subcorpora, but an additional
percentage of documents was added to them in
order to test how the DSMs perform the task of
filtering out these noisy documents, i.e. out-of-
domain documents (see 5.2). In detail, Figure
2 shows how the average scores decrease when
injecting noisy documents and Table 3 presents
how the DSMs performed when that noise was
injected.

5.1 Describing the Corpus

The first observation we can make from Figure
1 is that the distributions between the features
are quite similar (see for instance Figures 1a,
1d and 1g). This means that it is possible to
achieve acceptable results only using raw words
(i.e. tokens). Stems and lemmas require more
processing power and time to be used as features
– especially lemmas due to the part-of-speech
tagger dependency and time consuming process
implied. In general, we can say that the scores for
each subcorpus are symmetric (roughly the same
on each side when cut down the middle), which
means that the data is normally distributed. There

are some exception that we will discuss along this
section. Another interesting observation is related
with the high Number of Common Tokens (NCT)
in English (int en) when compared with Italian
and Spanish (int it and int es, respectively), see
Table 2 and Figure 1a. Later in this section, we
will try to explain this phenomenon.

SubC. Stats NCT SCC χ2

int en av 163.70 0.42 279.39
σ 83.87 0.05 177.45

int es av 31.97 0.41 40.92
σ 23.48 0.07 38.21

int it av 101.08 0.39 201.97
σ 55.71 0.05 144.68

Table 2: Average and standard deviation of
common tokens scores between documents per
subcorpus.

Although the NCT per document on average is
higher for the int en subcorpus, the interquartile
range (IQR) is larger than for the other subcorpora
(see Table 2 and Figure 1a), which means that the
middle 50% of the data is more distributed and
thus the average of NCT per document is more
variable. Moreover, longest whiskers (the lines
extending vertically from the box) in Figure 1a
also indicates variability outside the upper and
lower quartiles. Therefore, we can say that int en
has a wide type of documents and consequently
some of them are only roughly correlated to the
rest of the subcorpus. Nevertheless, the data is
skewed left and the longest whisker outside the
upper quartile indicates that the majority of the
data is strongly similar, i.e. the documents have
a high degree of relatedness between each other.
This idea can be sustained not only by the positive
average SCC scores, but also by the set of outliers
above the upper whisker in Figure 1b. The average
of 0.42 SCC score and σ=0.05 also implies a
strong correlation between the documents in the
int en subcorpus (Table 2). Likewise, the longest
whisker and the set of outliers outside the upper
quartile in the χ2 scores also indicate a high
relatedness between the documents.

Regarding the int it subcorpus, the SCC and the
χ2 scores (Figures 1b and 1c) and the average
of 101.08 common tokens per document and
σ=55.71 (Figure 1a and Table 2) suggest that the
data is normally distributed (Figure 1b) and highly
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Figure 1: INTELITERM: average scores between documents per subcorpus.

correlated. Although this subcorpus got lower
average scores for all the DSMs when compared
to the English subcorpus, Table 2, Figure 1a,
1b and 1c show that the average scores and the
range of variation are quite similar to the English
subcorpus. Therefore, we can conclude that the
documents inside the Italian subcorpus are highly
related between each other.

From the three subcorpora, the int es
subcorpus is the biggest one with 224 documents
(Table 1). Nevertheless, the average scores per
document are slightly different from the other
box plots (see Figures 1a, 1b and 1c). The χ2

standard deviation practically equal to its average
(38.21 and 40.92, respectively) and the SCC
variability inside and outside the IQR indicates
some inconsistency in the data. Moreover, Table 2

and Figure 1a reveal a lower NCT compared with
int en and the int it subcorpora.

The subcorpus int en has 163 common tokens
per document on average with a σ=83, and the
subcorpora int it and int es only have 101 and
31 common tokens per document on average with
a σ=55 and σ=23, respectively (Table 2, NCT
column). This means that the int it and int es
subcorpora are composed of documents with a
lower level of relatedness when compared with
the English one. This fact could happen because
Italian and Spanish have a richer morphology
compared to English. Therefore, due to bigger
number of inflection forms per lemma, there
is a larger number of tokens and consequently
less common tokens per document in Spanish.
Another explanation could come from the fact
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that the tourism and beauty services are more
developed in Italy and Spain than in the UK and
therefore there are more variety on the vocabulary
used as well as in the services offered. Indeed,
Table 1 offers some evidences about the employed
vocabulary. The English subcorpus has a lower
number of types and a higher number of tokens
(11,6k and 496,2k, respectively) when compared
with the Italian (19,9k types and 386,2k tokens)
and Spanish subcorpora (13,2k types and 207,3k
tokens). The high difference on the average of
common tokens per document between Spanish
and the other two languages can also be related
with the marketing strategies used to advertise
tourism and beauty services, which is somehow
hard to confirm. Despite that our method is able
to catch the lexical level of similarity between
the documents, the semantic level is not taken
into account, i.e. does not consider synonyms
as similar words for example, and consequently
would result on slightly different similarity scores
(again, another explanation difficult to confirm).

To conclude, we can state from the statistical
and theoretical evidences that the int en and the
int it subcorpora look like they assemble highly
correlated documents. We can not say the same
for the int es subcorpus. Due to the scarceness
of evidences, we can only not reject the idea that
this subcorpus is composed of similar documents.
Nevertheless, as we will see in the next section,
the fact that int es is composed by low related
documents (according to our findings) will affect
the ranking task.

5.2 Measuring DSMs Performance

The second part of this experiment aims at
assessing how the DSMs perform the task of
filtering out documents with a low level of
relatedness. To do that, we injected different
sets of out-of-domain documents, randomly
selected from the Europarl corpus to the original
INTELITERM subcorpora. More precisely, we
injected 5%, 10%, 15% and 20%9 to the various
subcorpora. As we can see in Figure 2, the more
noisy documents are injected, the lower is the
NCT. Then, the methodology described in Section
4 was applied to these “new twelve subcorpora”
(int en05, int en10, ..., int it15 and int it20, see

9The number of documents that correspond to these
percentages can be inferred from Table 1.

Figure 2). As a result, at this point we have the
documents ranked in a descending order according
to their DSMs scores.
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Figure 2: Average scores between documents
when injecting 5%, 10%, 15% and 20% of noise
to the various subcorpora.

In order to evaluate the DSMs precision, we
analysed the first n positions in the ranking lists
produced by the three DSMs (individually), and
in this case n is the number of original documents
in a given INTELITERM subcorpus. Table 3
presents the precision values obtained by the
DSMs when injecting different amounts of noise
to the various original subcorpora.

SubC Noise NCT SCC χ2

int en

5% 0.89 0.22 1.00
10% 0.73 0.33 1.00
15% 0.73 0.36 0.95
20% 0.80 0.37 0.90

int es

5% 0.00 0.00 0.38
10% 0.07 0.07 0.20
15% 0.09 0.09 0.17
20% 0.14 0.18 0.23

int it

5% 0.88 0.13 0.88
10% 0.82 0.06 0.82
15% 0.74 0.09 0.83
20% 0.73 0.13 0.87

Table 3: DSMs precision when injecting different
amounts of noise to the various subcorpora.

As expected, none of the DSMs got acceptable
results for Spanish, being incapable of correctly
identify noisy documents. However, we need to
be aware that this happened due to the pre-existing
low level of relatedness between the original
documents in the int es subcorpus (see Section
5.1 for more details). On the other hand, the DSMs
show promising results for English and Italian. By
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a way of example, the χ2 was capable of reaching
100% when injected 5% and 10% of noise to the
int en subcorpus, and even 90% when injected
20%. Although the NCT got lower precision,
in general, when compared with the χ2, it still
reached 80% and 73% when injected 20% of
noise to the English and to the Italian subcopora,
respectively. From the evidences shown in Table
3, we can say that the NCT and the χ2 are suitable
for the task of filtering out low related documents
with a high precision degree. The same cannot be
say to the SCC measure, at least for this specific
task.

6 Conclusions and Future Work

In this paper we presented a simple methodology
and studied various Distributional Similarity
Measures (DSMs) for the purpose of measuring
the relatedness between documents in specialised
comparable corpora. As input for these DSMs,
we used three different input features (lists of
common tokens, lemmas and stems). In the
end, we conclude that for the data in hand these
features had similar performance. In fact, our
findings show that instead of using common
lemmas or stems, which require external libraries,
processing power and time, a simple list of
common tokens was enough to describe our
data. Moreover, we proved that it is possible to
assess and describe comparable corpora through
statistical methods. The number of entities shared
by their documents, the average scores obtained
with the SCC and the χ2 measure resulted to
be an important surgical toolbox to dissect and
microscopically analyse comparable corpora.

Furthermore, these DSMs can be seen as
a suitable tool to rank documents by their
similarities. A handy feature to those who
manually or semi-automatically compile corpora
mined from the Internet and want to retrieve
the most similar ones and filter out documents
with a low level of relatedness. Our findings
show promising results when filtering out noisy
documents. Indeed, two of the measures got very
high precision results, even when dealing with
20% of noise.

In the future, we intend not only to perform
more experiments with these DSMs in other
corpora and languages, but also test other
DSMs, like Jaccard or Cosine and compare their

performance.
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Abstract

In this paper, we present a large biomedical
term resource automatically compiled from
the terminology of a selection of biomedi-
cal databases. The resource has a very sim-
ple and intuitive format and therefore can be
easily embedded into a system for biomedi-
cal text mining and used as a linguistic re-
source. It is continuously updated and a
user interface makes it possible to compile
a new term resource according to individual
requirements by selecting specific databases
to be included. We present statistics for
each included biomedical entity type sepa-
rately as well as in the context of the com-
bined terminology.

1 Introduction

Discovering entities such as genes, chemicals, dis-
eases, species, etc. in the written text of research
articles is an important part of biomedical text
mining. This task is commonly known as “named
entity recognition” (NER). Given a word from a
text, it consists in deciding if this word is the name
of an entity of interest. However, in the biomedi-
cal domain, the main focus of interest are not only
the words in the text that refer to specific entities,
but also under which database identifiers these en-
tities are registered. The main purpose of using
unique database identifiers is to provide unique
conceptual referents for entities. Since biomedical
entities tend to be highly ambiguous this disam-
biguation process is crucial. Furthermore, identi-
fiers establish a reference to a database. This can
be used either to retrieve additional information

about the specific entity or to add related informa-
tion to the database.

There are three major approaches for tackling
the task of NER. A rule-based approach uses
hand-crafted rules capturing structures of the word
itself as well as its context. A machine learning
approach extracts different lexical and contextual
features from annotated corpora and applies a so-
phisticated statistical analysis. The third approach
simply uses a dictionary look-up for discovering
entity names which are already known and present
in a given database.

Whereas the first and the second approach
are possibly able to discover novel entity names
which have never been seen in the literature be-
fore, the third approach is restricted to the dictio-
nary, which means that only previously seen en-
tity names can be discovered. The third approach,
on the other hand, has the big advantage that by
applying a dictionary look-up, a reference to a
database can be established immediately.

In practice usually a combination of approaches
is used. Combined approaches typically include
a dictionary look-up as second step after using
machine learning or rules for identifying entity
mentions in the text. This second step provides
database identifiers for the entity mentions discov-
ered in the first step. Therefore, terminological re-
sources are an important component of most sys-
tems for biomedical text mining.

There are a range of available biomedical
databases containing terminological information
for one or more entity types. Most of these
databases are not designed to meet the needs of
biomedical text mining and are typically avail-
able in very different formats. Therefore, when
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building a text mining system, it can be time-
consuming to extract their terminology and bring
it into a format which can be easily used for term
look-up.

Furthermore, different biomedical entity types
have differences in their lexical properties. For in-
stance genes tend to have a high degree of ambi-
guity. Chemicals tend to have many synonyms as
their official name can be very long and complex,
depicting different characteristics of the respective
molecule. As a result of this, they are typically re-
placed by a shorter version in practice.

The aim of this paper is, on the one hand, to
present a terminological resource in a very simple
format which allows for easy integration as a dic-
tionary in text mining systems, and, on the other
hand, to analyze its term content regarding the lex-
ical properties of the different terminologies that
have been integrated, as well as the entity types in
focus.

In the following sections of this paper we first
give a very short introduction to the setting and
purpose of biomedical text mining in general.
Then we describe known properties of the differ-
ent entity types. In the main part of the paper, we
give a listing of a selection of databases contain-
ing terminological information about entities. We
describe how we process these databases in order
to transfer them into a simple and intuitive for-
mat. We consider the characteristics of the differ-
ent entity types involved, namely genes and pro-
teins, chemicals, diseases, species and cell lines.
Finally, we present statistics of the terminology
taken from each database on its own, as well as in
the context of the whole combined term resource.

2 Biomedical Text Mining

It is essential to keep databases in the domain of
life-sciences and biomedicine up to date in or-
der to make knowledge easily accessible to re-
searchers and support them in their daily work
flow. New findings in the domain are typically
published in the format of scientific articles. In
the last decades the task of entering these findings
into the database has still mainly relied on human
manual work as an expensive and time-intensive
process. Nowadays it becomes increasingly im-
possible for these specially trained curators alone
to keep up with the increasing rate of publications
in the domain. Automatizing this process, does

not only help save money and time, but with the
increasing rate of research and published papers
it becomes the only way of coping with the huge
inflow of information.

Biomedical text mining can be used to partially
automate the process of biomedical literature cu-
ration by using computational power for discov-
ering biomedical entities together with interaction
and events in which they participate (Rinaldi et
al., 2013). A successful biomedical text mining
system is typically based on a pipeline which first
discovers entities of interest in the text of a sci-
entific article and subsequently looks for interac-
tions between them. As described above, finding
the unique database identifiers of the entities in fo-
cus is an important step in this process. A dictio-
nary look-up considering all terms in an article is
the only way for grounding them to their respec-
tive database identifiers. Which database identi-
fiers are used in this process depends largely on
the application for which a text mining system is
built, or in other words, the database for which the
system is designed to extract information.

3 Known Properties of Biomedical
Entities

Compared to NER for other text genres, biomed-
ical NER is known to be especially challenging.
This is mainly due to the lexical properties of
biomedical entities. The most prominent of these
properties is the variability of entity names. De-
spite the existence of terminology recommenda-
tions by nomenclature organizations, authors are
still free to use whatever variant of an entity name
they prefer. Therefore, every author of the do-
main tends to use his or her own variant, often
due to orthographic variations (Krauthammer and
Nenadic, 2004). Furthermore, since many stan-
dard entity names are long and complicated, a very
large range of abbreviations are continuously in-
vented. Even though this is a characteristic shared
by most entity types of the biomedical domain,
each of them still has their own typical properties.

The biomedical entity type that has been most
investigated in the past are genes and gene prod-
ucts, i.e. proteins. Usually, genes and proteins are
treated as one group in biomedical NER, as their
names are frequently used in place of each other.
It is characteristic of genes/proteins to have a high
level of ambiguity. One reason for this is that
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genes are typically treated as different concepts,
depending on the species for which the gene is de-
scribed. Even though the concept is understood as
different, often the same entity name is used. For
example the gene p53 (tumor suppressor gene) is
found in a range of species, among them humans,
mice and rats, and for all of them the same gene
name is used. Another reason why gene names
are so ambiguous is the fact that gene names can
be very arbitrary, either because the discovering
researcher chose an unusual name or because they
are named according to their function, position on
a gene or relation to other genes1. Furthermore,
they can be built up of letters, numbers, punctua-
tion, stopwords or non-alphabetical characters and
frequently they are multi-word units (e.g. daugh-
ters against decapentaplegic, short stop, cheap
date).

Chemicals have gained the reputation to be-
long to the most challenging entity names of the
biomedical domain. They are highly heteroge-
neous as they can include generic names (e.g. wa-
ter, alcohol or cigarette smoke), brand names (e.g.
Aspirin), IUPAC (International Union of Pure and
Applied Chemistry) names (2-(Acetyloxy)benzoic
Acid) to name just a few (Rocktäschel et al.,
2012). Chemical formulas are also used as entity
names (e.g. Al2(SO4)3), some of which consist
only of one letter. Apart from all these, partially
highly ambiguous variants, authors introduce even
more variants by using their own abbreviations,
e.g. NF-B instead of NF-kappa-B inhibitor. Fur-
thermore, many standardized names, such as those
from IUPAC, contain a lot of separating non-
alphanumeric characters, such as slashes or com-
mas, which can vary according to what the au-
thor prefers. On the other hand, if and where
a name contains brackets, determines its mean-
ing in many cases (Rocktäschel et al., 2012). For
all these reasons, chemicals typically have a very
large number of synonyms which can consist in
completely different strings of letters, numbers
and non-alphabetical characters, some of these as
multi-word units. Because the synonyms have
such different surface forms, usual normalization
steps as for example fuzzy matching (checking for
words similar to those in the dictionary), do not
reach very good results for chemical entity names.

From all biomedical named entity types, dis-

1http://www.curioustaxonomy.net/gene/fly.html

ease names, as for example HIV, Back Pain or
Breast Cancer, are possibly presenting the least
difficulties to NER. In the past they have been
shown to have less variability than named enti-
ties of genes and chemicals. This is mainly due
to the reason that disease names are highly stan-
dardized throughout the literature (Jimeno-Yepes
et al., 2008). One effect of this is that using a dic-
tionary look-up on its own without further normal-
ization can reach reasonable results as long as the
dictionary is complete, containing all disease en-
tity names of interest. Maybe even more than for
chemicals and genes/proteins, it is very typical for
disease names to consist in multi-word units.

In biomedical NER, names of organisms and
species are usually treated together under the type
“species”. Species names can also have a high
level of ambiguity, often the same species name
is used to refer to several different entities (C.
elegans can be used to refer to up to 41 differ-
ent species in the NCBI taxonomy (Gerner et al.,
2010)). Similar to gene entity names, species en-
tity names can contain common English words
which are part of the name and they share a range
of acronyms with other entity types, like genes
(Gerner et al., 2010). All of this is prone to in-
troducing a high rate of false positives. Another
characteristic that species names share with gene
and chemical names is the high variability, intro-
duced through the usage by the authors and some-
times even by misspellings.

An overview of cell line nomenclature has been
given by Sarntivijai et al. (2008). Cell lines names
share the characteristics of other biomedical entity
names: there is no obligation to use standardized
names and authors are free to use whatever vari-
ants they like. One more reason for ambiguity of
cell lines is the scientific experimental setting: cell
lines mutate or become subject to contamination,
which also bring along a change of concept (Sarn-
tivijai et al., 2008).

4 Combining Terminology from
Different Databases

With the aim of building a terminological resource
for biomedical text mining, we decided to focus on
a selection of commonly used databases, each of
which contains terminological information about
one or more of the most typical biomedical entity
types. In this section, we first describe the struc-
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ture of the resulting combined terminological re-
source before we give details about the databases
from which we take the terminological informa-
tion, which files we use, how we process them and
the general architecture that we apply.

4.1 Structure of the Combined
Terminological Resource

The terminological resource which we compile
using terminological data extracted from the se-
lected databases is contained in one single file.
This file has the very simple format of comma sep-
arated values (csv). The fieldnames, defining the
contents of each of the six columns are the follow-
ing: ‘oid’, ‘resource’, ‘original id’, ‘term’, ‘pre-
ferred term’, ‘entity type’ (Table 1).

For each ID in each original database, an inter-
nal Base36 identifier ‘oid’ is generated. Base36
is a binary-to-text encoding scheme2, using digits
and all letters (in this case capital) of the English
alphabet. A five digit sequence may e.g. encode
over 60 million decimal values, while taking up
only five bytes as opposed to eight. Synonyms are
assigned the same oid as the main term. As such,
the oid is not a unique identifier. Hence, the pri-
mary row key of the output file is a combination
of the oid and the (synonymous) term.

The contents of the term field are matched in the
text by the dictionary look up. The preferred term
is the most standard term for a concept, which is
preferred over other term variants.

Finally, the entity type field contains the type of
entity, in this case normalized to the following en-
tity types: gene/protein, chemical, disease, species
and cell line.

By restricting the database to these fields, we
focused on the most important information from
the selected databases. The intention is to exclude
any redundant information from the term resource
and keep it as lightweight as possible by only fo-
cusing on information that is absolutely necessary
for its application in a biomedical text mining sys-
tem.

4.2 Included Resources by Entity Types

We decided to include terminology from the
databases described in the current section, sorted
by entity types. This selection is only made for
illustrative purpose and to cover a sample of the

2https://en.wikipedia.org/wiki/Base36

most commonly used databases. However, as
mentioned before, the format of the terminological
resource is flexible and allows for easy integration
of terminology from further databases.

Genes and Proteins
NCBI Gene NCBI Gene (Brown et al., 2015)
(“Entrez Gene”) is the gene database of the
National Center Biotechnology Information
(NCBI)3. It contains gene data from a wide range
of species. Entrez Gene uses its own unique gene
identifiers to track gene records. NCBI provides
a downloadable file4 which is updated on a daily
basis. This file contains one gene identifier per
line together with the gene symbol and synonyms,
among other information.

UniProtKB/SwissProt The UniProt Knowl-
edgebase (UniProtKB) of the Universal Protein
Resource provides various functional information
on proteins. Only the section “UniProtKB/Swiss-
Prot” is considered, because it is manually
annotated and reviewed, whereas the (much
larger) UniProtKB/TreMBL resource is auto-
matically curated and not manually reviewed.
UniProt uses a mnemonic identifier and one or
more accession numbers. Both identifiers and
accession numbers are considered in our work.
The identifier has the quality of being a human-
readable mnemonic code, unlike the accession
number5. In order to reduce redundancy, only the
first accession number is considered, although
a separate mapping is maintained for accession
numbers that refer to the same gene.

Diseases
MeSH diseases MeSH (Medical Subject Head-
ings)6 is a controlled vocabulary maintained by
the United States National Library of Medicine
(NLM) and updated annually. It contains key-
words used to manually annotate PubMed ab-
stracts and NLM’s book database with the aim of
facilitating search by providing the subjects of a
text. These so called subject headings are avail-
able in the format of descriptors which are hierar-
chically sorted. A connected tree number defines
the position in the hierarchy and, at the same time,

3http://www.ncbi.nlm.nih.gov/gene
4ftp://ftp.ncbi.nih.gov/gene/DATA/GENE INFO/

All Data.gene info.gz
5UniProt KB User Manual
6https://www.nlm.nih.gov/mesh/
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Table 1: Overview of the fields in the combined terminology.
oid The internal identifier created by our system
resource The original database from which the terminology of the term was extracted
original id The original unique identifier from the database of origin
term The term itself which is searched in the text during the process of a dictionary look-up
preferred term This is the standard term for a concept (if available in the database of origin)
entity type The entity type of the term (e.g. gene/protein, chemical, disease, species or cell line)

provides information about the entity type de-
scribed by a descriptor. The tree branches that we
considered recursively with all their subbranches
are those for chemicals and drugs (branch D),
diseases (branch C) and organisms (branch B).
Apart from MeSH descriptors we also included
MeSH supplementary records. Supplementary
records (SCRs) are updated weekly and contain
additional terms which might occur in the litera-
ture as concept data (MeSH, 2015). SCRs exist
mainly for chemical substances and rare diseases
and are mapped to descriptors. This mapping de-
fines their position in the hierarchical structure of
MeSH according to which we determined their en-
tity type. MeSH descriptors as well as supplemen-
tary records use their own unique identifiers by
which information about specific database entries
can be retrieved from the database.

Chemicals

MeSH Chemicals and Drugs The chemical and
drug branch (branch D) of MeSH. Its structure and
method applied are the same as described above
for diseases.

ChEBI ontology ChEBI (Chemical Entities of
Biological Interest)7 is a “freely available dic-
tionary of molecular entities focused on ‘small’
chemical compounds”. ChEBI’s terminology fol-
lows IUPAC (International Union of Pure and
Applied Chemistry) and NC-IUBMB (Nomencla-
ture Committee of the International Union of Bio-
chemistry and Molecular Biology) but establishes
its own unique and stable identifiers. Data is not
only manually curated by ChEBI curators but also
integrated from different sources, such as IntEnz,
KEGG and PDBeChem.

7https://www.ebi.ac.uk/chebi/

Organisms and Species
NCBI Taxonomy The NCBI Taxonomy is a
“curated classification and nomenclature”8 of
species referenced in other Entrez databases. At
the time of writing this paper, the coverage of
the taxonomy is 10% of all described species of
life (NCBI, 2015). From the various files that
constitute the NCBI taxonomy, only the map-
ping from taxonomy IDs to names, synonyms and
other properties is processed when creating the re-
source. During preprocessing, the node file, de-
scribing parent-child relationships between nodes
in the taxonomy, is used to filter all names that are
not assigned to leaf nodes.

MeSH Organisms The organisms branch
(branch C) of MeSH (description above).

Cell Lines
Cellosaurus Cellosaurus9 is a thesaurus of cell
lines. It is described as a “controlled vocabulary
of cell lines” that is used in biomedical research.
The resource is freely available under the Creative
Commons Attribution-No Derivs License 3.0.

4.3 Implementation

All components of the program were implemented
in CPython 2.7.

Automatic downloading and preprocessing
All resources are downloaded automatically us-

ing a standalone downloader. The script queries
a text file specifying source URLs and, if present,
loads timestamps from previous downloads from
a log file. For each FTP or HTTP URL spec-
ified, the script attempts to query the modifica-
tion timestamp from the server. If it deviates from
the timestamp recorded in the log file, the file is
downloaded and, if compressed, extracted from its
archive. Finally, the updated log file is written.

8http://www.ncbi.nlm.nih.gov/taxonomy
9http://web.expasy.org/cellosaurus/
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For resources that are provided in a form not
ready for automatic processing, a preprocessing
step is triggered. In the Entrez Gene gene info
file, the header row is reformatted to correspond
to the tab-separated format and only columns rel-
evant to term resource are kept. In the NCBI tax-
onomy names listing, only names for records with
the taxonomic rank species are kept.

Parsing
For each resource, a parser was implemented,

tailored to extract the identifiers and terms from
each original database. For each term in the
database, the parser produces a row hash with
name-value pairs for each field. If a record speci-
fies synonyms or multiple IDs, additional hashes
are created for each synonymous term or addi-
tional ID. The main term is specified as the pre-
ferred term for each synonym.

In order to keep the memory footprint to a min-
imum, most parsers process resources in an itera-
tive way, row by row. An exception is the MeSH
resource, which depends on two separate, inter-
linked files, hence, the entire resource is loaded
into memory.

Finally, a resource builder iterates over all spec-
ified resource parser objects and writes each row
hash to a row in the output TSV.

Uniprot and Cellosaurus parser Based on a
parser described on Mannheimia goes program-
ming10 Uniprot sequence entries and Cellosaurus
cell lines are specified as lists of space-separated
key value pairs, separated by delimiter lines. Keys
may be mandatory or optional and can occur once
or multiple times. Multiple occurrences of the
species key are concatenated, as these constitute
continuations of previous values, not additional
values (see Uniprot knowledgebase). Relevant
information (terms and accession numbers) are
mapped to the row hashes mentioned above. Some
keys may have multiple values, each separated by
a semicolon. For the Uniprot resource, a copy of
the row hash is created for each accession number
indicated in a sequence entry.

NCBI Taxonomy parser The names file is pro-
vided in a pipe-separated TSV-like format. For
each id, a list of terms is provided, each paired

10http://mannheimiagoesprogramming.blogspot.ch
/2012/04/uniprot-keylist-file-parser-in-python.html

with a name class, specifying the type of term.
The entry with the name class “scientific term” is
used as preferred name. All name classes are con-
sidered with the exception of “authority”, as these
terms specify not only terms but authorship and
publication dates. For obscure reasons, entries of
the name class “synonym” also occasionally cite
authorship. Regular expressions are used to detect
and remove citations and additional information
in parenthesis, as well as to strip double quotes
from these entries. A small subset of entries spec-
ify a unique name. For these cases, additional row
hashes are generated.

Entrez Gene gene info parser The gene info
format is a standard TSV file. A preprocessor
converts the non-standard headers and generates
a reduced file containing only relevant columns
(containing the gene ID, symbol and all syn-
onyms). Synonyms are specified as pipe-separated
sequences. For each synonym, an additional row
hash is generated.

MeSH XML parser MeSH is provided in two
separate files, a descriptor record set and an as-
sociated supplement record set. First, both files
are parsed into memory. Only the tree structures
Organisms [B], Diseases [C] and Chemicals and
Drugs [D] are considered. Additionally, a look-up
table is generated from the descriptor record set,
mapping the ID of a descriptor record to IDs of
all trees, in which it occurs. Each supplement is
mapped to its descriptor record using the look-up
table. Finally, for each descriptor and supplement
record, a row hash is generated.

CHEBI OBO parser The CHEBI OBO parser
wraps the OBO parser from the Orange Bioin-
formatics add-on for the open-source data min-
ing utility Orange11. A row hash is generated
for each term and, if present, for each synonym.
Placeholder synonyms (containing only periods as
terms) are discarded.

Web interface
The combined resource is generated and ac-

cessed through a web interface12. The interface
is controlled by a Python Common Gateway In-
terface (CGI) script, which allows direct control
of the creation pipeline. Visitors to the website

11http://orange.biolab.si/
12pub.cl.uzh.ch/purl/biodb
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can select the desired resources through check-
boxes. Additionally, the user may provide pat-
tern/replacement pairs for changing how the re-
sources and their entity types are labeled. The
reason for this lies in the extensive labeling of
certain resources. This is particularly true for
MeSH, where labels like mesh desc(Anatomy),
mesh desc(Chemicals and Drugs) etc. give a de-
tailed description of origin. By replacing the reg-
ular expression mesh desc.

*

with MeSH, for
example, the number of resource labels can be re-
duced.

After submitting the request, the resource cre-
ation process is started in the background. As
the creation process may take several minutes,
the user is provided an individual link that al-
lows downloading the resource file as soon as it
is ready.

5 Term Resource Statistics

Graphs depicting frequency distributions for the
terms in the term resource, for each entity type as
well as for the whole term resource, can be found
in the appendix13. Each graph shows the ambi-
guity of a term (how many IDs per each term),
and the reverse property, i.e. how many terms
are available for each ID. For example, while
cell lines and organisms are mostly unambiguous
(the vast majority of them shows a 1:1 correspon-
dence between IDs and terms), chemicals show
a much higher degree of ambiguity. Since com-
mon matching strategies in dictionary look-up are
to lowercase the terms, or to strip them of non-
alphanumeric characters with the aim of increas-
ing recall, we also show the additional ambiguity
generated by this process.

6 Related Work

Recently, the focus of research on biomedi-
cal named entity recognition has rather been
on machine learning approaches than on dictio-
nary based approaches, however, assigning unique
database identifiers is often a necessity and is fre-
quently used as a second step after the application
of a machine learning system.

The task of retrieving database IDs for named
entities is promoted by shared tasks, such as the
BioCreative workshop which includes normaliza-
tion sub-tasks by asking participants to provide

13The graphs were generated using plotly (https://plot.ly/)

database identifiers for the named entities in the
text. BioCreative II included a gene normaliza-
tion task encouraging the development of systems
which are able to assign an Entrez Gene identifier
to genes found in PubMed articles (Morgan et al.,
2008).

Thompson et al. (2011) have compiled a very
large biomedical dictionary called BioLexicon
which, similar to our work, brings together terms
from different resources. But additionally, Bio-
Lexicon contains terms extracted from text as well
as further linguistic information, such as gram-
matical information and semantic verb roles, all
of which is located in a relational database.

Kaljurand et al. (2009) have also compiled a
term resource from different database terminolo-
gies but focuses mainly on the identification of
protein mentions. Furthermore, the current work
considers a richer set of terminology, and presents
more detailed statistics.

One system, that has successfully used a dictio-
nary look up for gene and protein NER has been
described by Hanisch et al. (2005). The lexical
properties of the gene ontology (which we have
not used in our work so far) have been explored
by McCray et al. (2002).

Compared to these related resources, the com-
bined term resource presented in this paper has
several advantages. It is continuously updated
with the newest version of all included databases,
which keeps it up to date. A user can produce a
customized file with selected databases, accord-
ing to specific needs of a project. Apart from this,
it can be easily extended with further resources,
which we are planning to do in the future. Last but
not least the format is very simple and therefore
allows for easy integration into any kind of text
mining system. Furthermore, also due to its sim-
plicity, the format is more lightweight, taking up
less memory than other formats commonly used
for terminological databases.

7 Conclusion

In this paper we presented a new terminological
resource for biomedical text mining. The resource
is compiled of terminology extracted from a se-
lection of biomedical databases. Its very sim-
ple format facilitates integration into any system
for biomedical text mining in order to perform a
dictionary look-up. The novelty of our approach
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Figure 1: Web interface.

is that the resource is continuously updated with
new terms found in the respective databases. Fur-
thermore, a user interface provides a user with a
choice of different databases and entity types so
that an individual resource can be compiled. Vari-
ous statistics for the compiled termfile give insight
to the lexical properties of the terms contained
in the resource. This sheds light on differences
between the lexical properties of different entity
types. Additional terminological resources will be
included in future versions of the system.
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A Termfile Statistics

Table 2: Overview of termfile statistics.
genes/proteins chemicals diseases species cell lines

all entity types
(whole resource)

Number of Terms in Resource 10,429,162 979,418 67,614 1,333,903 36,249 12,846,346
Average of Term Length
(number letters)

11.73 37.49 26.98 22.87 7.611 14.92

Average of terms per original IDs 1.1455 3.545 6.018 1.326 1.000 1.328
Average of original IDs per term 1.371 1.049 1.000 1.003 1.004 1.306
Average of original IDs per term
(case insensitive)

1.383 1.062 1.000 1.003 1.004 1.317

Average of original IDs per term
(case insensitive,
non-alphanumeric characters removed)

1.387 1.086 1.000 1.006 1.010 1.324
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Abstract

This article presents an automated construc-
tion of a logical information context from
a terminological resource, available in xml ;
we apply this to the resource FranceTerme
and to Camelis tool and we discuss how the
resulting context can be used with such a
tool dedicated to logical contexts.
The purpose of this development and the
choices related to this experiment is two-
fold : to facilitate the use of a rich lin-
guistic resource available as open-data in
xml ; to test and envision a systematic trans-
formation of such xml resources to logical
contexts. A logical view of a context allows
to explore information in a flexible way, wi-
thout writing explicit queries, it may also
provide insights on the quality of the data.
Such a context can be enriched by other in-
formation (of diverse natures), it can also be
linked with other applications (according to
arguments supplied by the context).

Keywords : Scientific terminology, Technological
terminology, Multilingual applications, Informa-
tion extraction, Textual data mining, Information
retrieval, Linguistic resources, Open Data, Infor-
mation Quality, Legal Information.

1 Introduction

This study aims to make linguistic data easier
to exploit through the logical information systems
approach : whereas such data are not always easy
to use without assistance or expertise, logical in-
formation systems are especially designed to of-
fer a flexible browsing of data when organized as
a logical context. Some other works use a simi-
lar frameworkbut their data are of different nature,

and their goals as well : (Cellier et al., 2011) ap-
ply Logical Concept Analysis to explore sets of
patterns obtained by data-mining, (Quiniou et al.,
2012) consider stylistic patterns, (Foret and Ferré,
2010) consider type-logical grammars, (Falk et
al., 2014) uses several features including a thema-
tic one to help identify new words.

In this proposal, we want both :
– to facilitate the use of a valuable linguistic re-
source (with a rich structure) and available in
XML, and to allow its flexible querying and ex-
ploration without prior knowledge ;
– we want to test and consider a systematic trans-
formation (a transducer) from such resources (in
XML) to logical contexts ; such contexts can be
loaded in a software allowing rich and flexible
browsing on data, combining various heteroge-
neous criteria ; the way we represent the informa-
tion in the context may also have an impact on its
ease of use.

The aim is here to perform a transducer so as
to present the data in a logical information system
without losing information content, but gaining in
ease of exploration. Other advantages are provided
by a safe navigation (no dead-end property) and
serenpidity.

The resulting context is freely available 1.

Terminological resource. The selected re-
source concerns the scientific and technical fields,
it also interests us for the richness of its struc-
ture : its multilingual aspects, with definitions,
synonymous relations, etc. its confirmed status
(with source and date of publication), variations
according to domain/subdomains or according to
linguistic criteria (several variants of English, for

1. at http://www.irisa.fr/LIS/softwares
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example), possible absence or possible repetition
of certain types of information.

This rich structure also allows further exten-
sions : either with existing data or with new data
that we organize in a similar pattern.

Logical context. A logical context is defined by
a finite set of objects O, 2 and a finite set of logic
descriptions d(oi) expressed using a well-formed
logical language L.

A Logical context management system can load
and manage such a context, allowing querying
a context by logical requests (explicit or inter-
active) ; then the answer is a sub-context of ob-
jects satisfying the query. We used CAMELIS (ver-
sion 1) 3 for the experiment reported in this article.
This software is based on Logical concept analy-
sis (LCA) as defined in (Ferré and Ridoux, 2004).
LCA is an an extension of the formal concept ana-
lysis (FCA, see (Ganter and Wille, 1999)) : a logi-
cal concept, denoted c is a pair formed of an extent
ext(c) (a set of objects) and an intent int(c) (a for-
mula) such that the elements of ext(c) are exactly
those which satisfy int(c). These concepts form a
lattice underlying the incremental logical naviga-
tion tree in the left window of the software. The
software CAMELIS is also designed for managing
sets of objects of different types. Object descrip-
tions in a given logical context can have several
origins : they can be retrieved by a transducer or
come from extrinsic judgments (personal notes,
for example) ; combining these modes allows to
enrich the context and adapt it according to a user
preferences.

FIGURE 1: LIS and LCA

2. (several objects can have the same label)
3. http://www.irisa.fr/LIS/ferre/camelis/

Figure 1 illustrates how LCA generalizes Data-
base and Hierarchical systems, the figure also fol-
lows the interface that enables three modes and
shows synchronized related windows (as in fi-
gure 5) : a query on the top, links in the navigation
index on the left, or objects on the right.

Thereafter, we present in section 2 our trans-
ducer implemented in XSLT 4 and we specify the
construction methodology. We present in section 3
how to exploit the transducer output on the Fran-
ceTerme resource containing terms of different
scientific and technical fields ; we discuss seve-
ral scenarios and benefits of this approach through
this experiment. Additions and adjustments are
proposed and discussed in 4 before concluding in
section 5.

2 The transducer methodology

2.1 Some key aspects

The transducer is designed to present data in a
logical information system without losing infor-
mation content, but gaining in ease of explora-
tion. The diagram in figure 2 illustrates the ap-
proach, where the automated steps (solid arrows)
are distinguished from manual or semi-manual
ones (dotted line).

FIGURE 2: global architecture

Source Document Schemas. The transducer is
designed to apply automatically on documents
conforming to some document specifications. In
general, such a specification can be automatically
produced from an XML instance. We used DTD

4. a web availability is planned.
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generator

5

Logical information system capabilities. We
recall that a logical context system must allow the
loading and management of a context described by
its objects and its objects properties. More preci-
sely, we assume that :
- the logical context allows for some inferences :
at least from classical logic (such as if A then A
or B) possibly with axioms useful to model the
context and organize its presentation (for example
to reflect a taxonomy and only see some salient
properties) ;
- some general form of information retrieval and
multi-faceted means are provided, as ”logical fa-
cets” and ”logical criteria” combinations ;
- a modular and dynamic construction is allowed,
for both sets of objects and sets of properties.

CAMELIS system. In our experiment, we used the
logical context tool CAMELIS, that, to our know-
ledge, is the only logical context management sys-
tem. The tool interface displays three connected
windows (see figure 3) :
- a query window (top) ;
- an object window (right) ;
- an index window (left) as a navigation tree.

Properties in the navigation tree are organised
as a clickable summary grouping hierarchy pro-
perties : it is important to note that a navigation
link there corresponds to a sub-context (as in fi-
gure 5, the link/sub-context cardinality is given
and a color is also associated with a concept :two
navigation links with the same color lead to the
same sub-context).

In the browsing mode, this tool allows three
forms of query that select a sub-context :

expert/query mode by editing in the query
window ; the displayed objects become
those statisfying the logic query ; the navi-
gation tree is then presented in a form adap-
ted to the new context ;

example/object mode by selecting a set of ob-
jects in the object window ; the query au-
tomatically becomes an expression for the
common properties of objects ;

index/property mode by selecting a property
(or more) in the navigation tree ; the objects

5. it is available at http ://saxon.sourceforge.net/dtdgen.html ;the
terminological XML source file we used is accompanied
with an XML Schema xsd, but without guarantee

displayed become all those verifying the se-
lected property (links) ; the query window is
then automatically updated.

CAMELIS general properties. The consistency
between the three windows is ensured. In addition,
a session will not lead to an empty set of objects
when following the links in the navigation tree :
this important property is the navigational safety.

CAMELIS update and logic modularity. Using the
same interface, we can add and dynamically up-
date objects and properties, then export as a new
logical context file (useful for example to generate
a documentation for the objects of a selected sub-
context). The tool can also be adapted to choose a
dedicated logic, obtained by combination of logic
functors (Ferré and Ridoux, 2004).
We do not detail these last aspects in this article.

Control. Part of the context information visible
in the tool, can be retrieved by other means. We
built some XPath queries to control the process
and to produce complementary indicators.

We also built a control-context (figure 7).

2.2 Transduction overview
We give here the characteristics and main stages

of realization of the transducer, in its basic version.
This construction is guided by the information in
the DTD generated by XPath queries and control.

Key selection. Defining a key in the source (by
means of its document schema or of an XPath ex-
pression) is a preliminary stage, and the key defi-
nition plays a central role in the context construc-
tion. For this experiment with FranceTerme.xml,
we considered //Article/@id (XPath).

Components. The program is designed to faci-
litate its updating, structured by source compo-
nents and similar typical treatments. The treat-
ment of a given source component depends on its
kind (XML element, attribute) the relevant part of
context, its status (optional, repeatable or not), the
domain of the source content, and the desired ren-
dering (data type, property name, property hierar-
chies).

Main Loop. For each source item Article :
— each object get a unique label (extracted by

Terme[@statut=’privilegie’]), used for the
object presentation and for a string property
in the navigation index ;
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— the key becomes a number property
articleID = ... (xslt 6) ;

— the publication date is processed to appear
in the index at different levels of date detail ;

— most other components are processed to
produce strings of the form :
property name is "string value"

— property names may depend on several
XML components (such as Terme element
with a @statut attribute), they are organized
to allow their grouping and multiple levels
of detail (Terme? is more general than Terme

SYNONYME) ;
— we also give a common prefix Plus to pro-

perties for data in the source, but not vi-
sible in the ressource site (such as data about
committees) ; 7

— for XML elements that can be repeated for a
given key/object, (such as Terme) we use an
inner loop ;
at this stage the output file context contains
the description of one object per line, with
its main properties ;

— other components (such as foreign equiva-
lents or antonymes, optional or repeated) are
rendered by rules of the form :
rule extr (key=id) --> (prop1 is val1)

that automatically associate the property to
the object designated by the key.

2.3 Modularity of context

For treating a logical property related to an
XML component, such as <Attention> child (op-
tional and repeatable) of an <Article> identified
by its attribute id, several alternatives are pos-
sible :
-to indicate the name of property and its value by
assembling and repeating the property name for
the object, using this pattern :

mk "object" key=id, ..., is prop1

val1, val2 prop1 is ... is ... prop2

-to indicate each property value by transformation
rules, using this pattern, when the object is assu-
med to be already created and associated with the
key :

rule extr (key=id) --> (prop1 is val1)

6. <xsl:value-of select="concat(’articleID=’$varArtId)"/>

7. in the navigation tree, compound names of the proper-
ties are grouped by prefixes, details appear by opening a link
Plus?

rule extr (key=id) --> (prop1 is val2)

this will automatically add each property value
to the object with key id.

This second solution brings some modularity
since we can put rules in separate files, the pro-
perties being effectively added to objects after a
file import. We chose this approach by means of
rules and keys for some repeatable components. 8

3 Logical Context and facets

In this part, we discuss several possible search
modes in the resulting context, where navigation
links (incremental) correspond to logical concepts
that can be selected.
3.1 Simple searches on several data types.
Multilingual data. The FranceTerme resource
contains translations in several languages, with va-
riations for the same language. Those data are at-
tached to various domains and subdomains (possi-
bly several ones for a given object).

Scenario. An exploration of the logical context
can be conducted that way, for example :

- open the Domaine? property in the index ;

- select-click Domaine is "Informatique"

(computer science), this yields the cor-
responding sub-context (with 3 coherent
views) ;

- we may further select-click Domaine is

"Droit" (Law), also automatically expres-
sed as Domaine is "Informatique" and

Domaine is "Droit" in the top window ;

- open the Equivalent? property then open
Equivalent en is "..." in the index etc.

- open the PubliArticle? property then
PubliArticle date = 2014 in the index etc.

Another simple search on ”streaming” is shown
in figure 3.

Sub-context Cardinalities. In the property
index-tree, we may choose an order for displaying
a given facet. This is useful for example to read
directly which Equivalent en correspond to the
greatest number of French terms (figure 3).

8. Here is a typical xslt fragment (with some special sym-
bols treatments for compatibility) :

<xsl:for-each select="Attention"> <xsl:value-of

select="concat($varRulePart1,’idArticle=’,

$varArtId,$varRulePart2, ’Attention is ’, $varQuote,

translate(normalize-space(./text()), $varQuote, $varBQuote),

$varQuote)"/> <xsl:text> </xsl:text> </xsl:for-each>
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FIGURE 3: open facet en, before selection

Data types. Data types other than attributes and
strings can be handled, Figure 4) shows a possible
use of dates, allowing for more or less fine-grained
selections.

FIGURE 4: Facet en selected, facets date and domain
opened

Exploring variants and false-friends. Figure 5
comes from selections in the index tree ; links of
a same color characterize the same set of objects
(concept).

This example illustrates the identification of po-
tential linguistic errors (in a domain / subdomain)

Other examples such as ”package” (Equivalent
en) or some abreviations (”ABS”) can be high-
lighted as ambiguous : the dynamic navigation
links (domains, etc.) then provide hints to disam-
biguate.

3.2 Focused search on elements and
exceptions : summaries.

Using the Not button at a given stage, we can
arrive at a subcontext characterized by A2 =

not(A1) and A0 as in Figure 6. Property A2 ex-
presses a search for exceptions to A1, we get a

FIGURE 5: Variants

kind of subcontext summary and extra informa-
tions (here Attention is the focus element).

FIGURE 6: Focus on Attention

3.3 Other scenarios : data quality

This navigation mode allows to detect abnor-
malities, in particular pseudo-empty properties ap-
pear on other facets (through a link like Definition

is "") these cases often correspond to existing but
empty XML elements (but are not XML errors).
Low cardinalities in the navigation tree may sug-
gest to explore the link, by selecting it and ope-
ning other facets simultaneously ; we can analyse
this way ”the words without translation, following
the not Equivalent? link.

In case of redundancies, these may become ea-
sily noticeable throusg browsing : exploring the
Antonymes facet, we can see XML structuring re-
dundancies (this information being carried by two
source elements).
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3.4 Control and actions from a context
The logical context software can assign actions

to objects by properties ; clicking on an object la-
bel then shows a contextual action menu.

This is useful in particular to inspect objects in
their source xml file.

Other kinds of control (for coverage, counts,
etc.) are made
- by XPath queries on the XML document used to
verify if certain characteristics of particular sub-
contexts (planned or explored) are consistent with
the source document ;
- a meta context built, following the DTD schema,
whose objects are : element names, and the pairs
(attribute name, element name). These objects are
associated with actions parameterized by their la-
bel, in our case (Figure 7), the action is an XPath
query using BaseX ; This can be adapted easily to
another set of controls.

FIGURE 7: control (meta) context

4 Refinements and user preferences

A logical context tool such as CAMELIS by its ge-
nericity and its features, allows many alternatives
to represent and use a terminological resource like
FranceTerme.

Some initial choices can be easily revised or
completed ; for example the name of a property
can be changed directly through the interface (or
by simple transformation of the context file).

The choices and refinements should provide
a better context. Several quality criteria can be
considered : effectively obtaining a desired result
(usefulness / completeness) ; the number of steps
to get there (effectiveness) ; rich browsing indexes
(multiple views) and efficient indexes to pursue

the navigation (through the proposed increments) ;
a flexible mode of interrogation and ease of inter-
pretation.

We indicate some possibilities through modifi-
cations in the experiment.

4.1 Adapting facets using rules

Domains and SubDomains data have been
translated. The resulting two context files contain
update rules of the form :

rule extr Domaine is "Acoustique" -->

Domain is "Acoustic"

when loaded in the context, properties on the
right hand side are added to all objects verifying
the left hand side.

4.2 Improving grammatical categories using
rules and axioms

In the original context, we can see (with an
appropriate ordering) that among the terms with
a category attribute, the names (categorie is

"nm" or categorie is "n") are the majority,
followed by categorie is "adj.". However these
grammatical categories are listed with various
values, we can observe : which may include in
particular :
- a disjunction, as in : categorie is "adj. ou

n.m." and Equivalent en is "crossmedia (n.

ou adj.)" which selects the term transm´edia ;
but we also observe its permutation categorie is

"n.m. ou adj." ;
- a more or less fine granularity, as in : categorie
is "n.m.inv."

The addition of rules and axioms in the logi-
cal context permits to harmonize these properties,
resulting a more structured navigation tree accor-
ding to this facet. A few lines in the resulting
context define a hierarchy of categories, such as :

rule extr categorie is "n.m.inv." -->

Categorie n m inv

...

Categorie n m inv axiom, Categorie n m

Categorie n m axiom, Categorie n

...

Note that such improvements could apply to
other terminological resources and result from lin-
guistic analysis or other lexicons.

4.3 Axioms for property variants

We have seen that a property Terme? covers
three statutes (PRIVILEGIE, SYNONYME, ANTONYME).
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A context of axioms can facilitate a search on all
or a subset of these variants :

axiom PRIVILEGIE, SET

axiom SYNONYME, SET

axiom SET, ANY

axiom ANTONYME, ANY

A query may then group several properties (ha-
ving a status below another expression like SET) as
examplified in figure 8.

FIGURE 8: with axioms on property names

This example shows a query for Terms (inclu-
ding status variants) containing negation (”non”).

Note that such axioms can be added or modified
in a modular way.

4.4 Linking data and resources

At the property level in the navigation tree.
The website FranceTerme allows to select new
terms, from the description of a current term (de-
noted as t1) by a link See also. This is rendered in
the context navigation tree by the facet Voir aussi

(See also) is "... information on tj" (denoted
as fj) where the term to see tj is shown with its
key Article . Two modes of translation of this
piece of information have been tested :
- in a basic mode, as a simple property fj of the
current term t1
- in a full (reflexive) mode, where t1 has fj
and also f1 : Voir Aussi is "... information on

t1". 9

This second mode allows this type of scenario :
while t1 has property fj , select this fj link in the
navigation tree ; by reflexive closure, tj is also in
the sub-context, and can be further selected.

We treated in the same way the reciprocal link
of Voir Aussi, by adding (by the transducer) a
Voir Depuis (See From) "..." property. This en-
ables to group into a sub-context the terms poin-

9. no addition to the terms that have no link

ting to (or pointed to by) a particular word (or
more).

Notes.
- In the context for FranceTerme, we observe some
terms (15) satisfying this query :
Voir Aussi? and not Voir Depuis?

these are the ”terms pointing to an article, but not
pointed to” ;
- according to the resource schema, other elements
(synonyms, antonyms, ...) could be treated simi-
larly, with navigation links in context. 10

Linking to other resources at the level of ac-
tions. As explained about control, the logical
context management software allows to associate
actions to objects.

We can use this mode to associate an object with
a process (or more) on this item that may be intro-
duced in the interface from a context menu rela-
ted to the object (or group of objects). The setting
can be provided at the transducer level. A file des-
cribing these actions can be later loaded from the
interface.

We generated connections to :
- a parser, installed locally : the processing chain
(open) Bonsai (Candito et al., 2010) which takes
as parameter the label of the object ; a selection of
this action on the object provides a syntactic ana-
lysis of the label expression ;
- a web link to another terminological resource for
French (CNRTL, http://www.cnrtl.fr/) the para-
meter being the term as above ; a selection of this
action on the object opens the browser on the web-
site page for this term, if there exists one (none for
some FranceTerme expressions) ;
- an XML link to a subpart of the source file,
through an XPath tool (BaseX) the parameter
being the object key (attribute id of Article) ; a
selection of this action on the object executes the
software with a prepared BaseX request using the
object key.

This action list is not exhaustive and can be
adapted. In particular, we could consider links (lo-
cal or not) with other analyzers, or other linguistic
resources and retrieve results to enrich the logi-
cal context with new properties. The capabilities
of Full text search (of BaseX) could also be ex-

10. this treatment is not currently done for the other ele-
ments (in the source xml these terms do not necessarily cor-
respond to an article/object).
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ploited.

5 Conclusion

The general aim of this proposal was to show
how a logical concept analysis (LCA) framework
and tools could be beneficial for browsing termi-
nological resources ; through this experiment the
purpose was twofold :
- to facilitate the use of a useful language resource
(rich structure) and available in XML,
- to envision a systematic transformation of such
resources as XML to logical contexts.

Improvements may also be suggested and
brought to the data ; other treatments may also be
eased, for example a selected sub-context can be
exported as text and generate other results (such
as a documentation).

We illustrated how a logical context allows to
explore linguistic information, in a flexible way,
without a priori knowledge, and also get guidance
on data quality (in the navigation tree, counts and
colors for concepts, ...) New linguistic information
(personal, enterprise, ...) could be incorporated ea-
sily in the initial context (if they comply with the
document model and the key assumption).

Additional data to compare and enrich the
content can also be added in several ways and for
many languages, (for French : Wordnet Wolf (Sa-
got and Fiser, 2012), Lefff lexicon (Sagot, 2010),
etc.) :
- by adding objects without confusion between
sources (since a property indicating the source is
associated with the object) ;
- by adding properties to expand the browsing pos-
sibilities ;
- by adding triggered actions on objects.

Other actions corresponding to linguistic pro-
cessing can be added to the context :parsing the
expression (several languages), syntactic head,
etc. We could also consider inverse properties
(such as translation) and enrich the context with
these objects.

Moreover, it seems that the development me-
thod could be transposed to other open data
and linguistic xml ressources. To some extent,
the construction of the transducer presented here
could be automated if it relies on a determination
of a key and a grid indicating for a source com-
ponent, its label, its type, its repeatability, and the
way it should be rendered. A similar experiment

could be carried out by adapting the standards and
software tools of the semantic web. Finally, we
mainly discussed browsing, future work could also
concern updates.
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Sébastien Ferré and Olivier Ridoux. 2004. Introduc-
tion to logical information systems. Inf. Process.
Manage., 40(3) :383–419.
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In Léonard Kwuida and Baris Sertkaya, editors,
Formal Concept Analysis, 8th International Confe-
rence, ICFCA 2010, Agadir, Morocco, March 15-18,
2010. Proceedings, volume 5986 of Lecture Notes in
Computer Science, pages 225–240. Springer.

Bernhard Ganter and Rudolf Wille. 1999. For-
mal concept analysis - mathematical foundations.
Springer.

Solen Quiniou, Peggy Cellier, Thierry Charnois, and
Dominique Legallois. 2012. What about sequen-
tial data mining techniques to identify linguistic pat-
terns for stylistics ? In Alexander F. Gelbukh, editor,
Computational Linguistics and Intelligent Text Pro-
cessing - 13th International Conference, CICLing
2012, New Delhi, India, March 11-17, 2012, Pro-

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

58



ceedings, Part I, volume 7181 of Lecture Notes in
Computer Science, pages 166–177. Springer.

Benoı̂t Sagot and Darja Fiser. 2012. Cleaning noisy
wordnets. In Nicoletta Calzolari, Khalid Choukri,
Thierry Declerck, Mehmet Ugur Dogan, Bente Mae-
gaard, Joseph Mariani, Jan Odijk, and Stelios Piperi-
dis, editors, Proceedings of the Eighth International
Conference on Language Resources and Evaluation
(LREC-2012), Istanbul, Turkey, May 23-25, 2012,
pages 3468–3472. European Language Resources
Association (ELRA).

Benoı̂t Sagot. 2010. The lefff, a freely available and
large-coverage morphological and syntactic lexicon
for french. In Nicoletta Calzolari, Khalid Choukri,
Bente Maegaard, Joseph Mariani, Jan Odijk, Ste-
lios Piperidis, Mike Rosner, and Daniel Tapias, edi-
tors, Proceedings of the International Conference on
Language Resources and Evaluation, LREC 2010,
17-23 May 2010, Valletta, Malta. European Lan-
guage Resources Association.

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

59





Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

61



Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

62



Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

63



}

}

n n

n

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

64



volvulus
diagnosis

Volvulus
Voluvlus

Volvolus

Vovulus

Darmtorsion
Darmtorsionen

Dünndarmtorsion

Dünndarmdrehungen Dünndarmvolvulus

Caecumtorsion

Zäkumtorsion

Zäkumstorsion

Caecum-Torsion

canonical term

inflection

misspellings

synonym

synonyms

hyponym
hyponym

 spelling
 variants

(a) (b)

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

65



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

variant pairs
non-variant pairs

character-trigram cosine similarity

Le
ve

ns
ht

ei
n 

r a
tio

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

66



Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

67



Do De α

Do De

α

α

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

68



Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

69



Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

70



Acquisition of medical terminology for Ukrainian

from parallel corpora and Wikipedia

Thierry Hamon

LIMSI-CNRS, Orsay
U Paris 13

Sorbonne Paris Cité
France

Natalia Grabar

UMR8163 STL
CNRS, U Lille 3
Villeneuve d'Ascq

France

Abstract

The increasing availability of parallel bilin-
gual corpora and of automatic methods and
tools for their processing makes it possi-
ble to build linguistic and terminological re-
sources for low-resourced languages. We
propose to exploit various corpora avail-
able in several languages in order to build
bilingual and trilingual terminologies. Typ-
ically, terminology information extracted in
French and English is associated with the
corresponding units in the Ukrainian cor-
pus thanks to the multilingual transfer. Ac-
cording to the used approaches, precision of
the term extraction varies between 0.454 and
0.966, while the quality of the interlingual
relations varies between 0.309 and 0.965.
The resource built contains 4,588 medical
terms in Ukrainian and their 34,267 relations
with French and English terms.

1 Introduction

The acquisition of terminology has gone through a
very active period and provides nowadays several
automatic tools and methods (Kageura and Umino,
1996; Cabré et al., 2001; Pazienza et al., 2005) for
several European languages and Japanese. Nev-
ertheless, other languages remain low-resourced
and require specific Natural Language Processing
(NLP) developments.

Our main objective is to create terminological
resources for Ukrainian, for which very little digi-
tized or electronic resources are available. Yet, the
terminology extraction tools usually require the
morpho-syntactic tagging of texts, which can be
problematic if the corresponding automatic tools
are not available for a given language. For in-
stance, the UGtag Part-of-Speech (POS) tagger

(Kotsyba et al., 2009) developed for Ukrainian
does not perform the syntactic and morphological
disambiguation of the tags. Hence, it becomes im-
possible to use it for the pre-processing of corpora
before the traditional terminology acquisition pro-
cess.

In this situation, we propose first to compile
terminological resources for Ukrainian in order to
build the basis for the observation of the specifici-
ties of terminological units in this language. Such
observations will allow to develop and parameter
the terminology extraction tool for Ukrainian.

The motivation of our work is double. We want
to

1. automatically build terminologies for
Ukrainian,

2. design specific methods for the acquisition of
such terminological resources.

The work is carried out with medical data, and in
three languages (Ukrainian, French, and English).

The work we present starts from the exploitation
of two kinds of corpora (Section 2.1): Wikipedia
in Ukrainian which provides several useful kinds
of information (such as term labels and their codes)
with a high level of quality, and the parallel corpus
MedlinePlus. The term detection and extraction
can be either manual or automatic. Since, there
is no appropriate POS-tagging and term extraction
tools for Ukrainian, we propose to use such tools in
French and English, and to take advantage of these
to transfer English and French extracted terms on
the Ukrainian corpus.

Indeed, the transfer methodology can be consid-
ered as suitable for such objectives. Suppose we
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Figure 1: Example of the Ukrainian Wikipedia source pages (Dwarfism). The infobox with the coding is on the
right.

have parallel and aligned corpora with two lan-
guages L1 and L2, and we have several types of
syntactic or semantic annotations and information
associated to L1. The transfer approach permits
to transpose these annotations or information from
L1 to L2, and to obtain in this way the corre-
sponding annotations and information in the L2
text. From this point of view, L1 is considered as
the source language while L2 is considered as the
target language. This kind of approach is particu-
larly interesting when working with low-resourced
languages for which less tools and semantic re-
sources are available. An increasing availabil-
ity of parallel bilingual corpora, and of automatic
methods and tools for their processing makes it
possible to build linguistic and terminological re-
sources using the transfer methodology (Yarowsky
et al., 2001; Lopez et al., 2002). Very few works
have been done in this direction, and we assume
they open novel and efficient ways for the process-
ing of multilingual texts in particular from low-
resourced languages (Zeman and Resnik, 2008;
McDonald et al., 2011). Notice that the modeling
of cross-language features aims at using language-
independent features to create various types of an-
notations. Among such features, we can mention
part-of-speech, semantic categories or even acous-
tic and prosodic features.

We propose to apply this method for the acqui-
sition of bilingual or trilingual terminologies in-
volving Ukrainian. In our work, each corpus is ex-

ploited through dedicated methods. The Medline-
Plus corpus provides the basis for the building of
the terminology, while the Wikipedia corpus per-
mits to enrich this information and helps the word-
level alignment of the MedlinePlus corpus.

Terminology-related research on Ukrainian is
an active area, although the main terminologi-
cal work shows mainly theoretical and linguis-
tic orientation (Коссак, 2000; Dmytruk, 2009;
Рожанківський and Кузан, 2000; Ivashchenko,
2013; Oliinyk, 2013). Very few works are ori-
ented on the use of terminologies and their auto-
matic processing, such as the software localization
(Shyshkina et al., 2010).

In the following of this paper, we first present
the material used for the acquisition of bilingual
terminology (section 2), and the methods designed
for achieving this objective (section 3). We then
discuss the results we obtain (section 4), and con-
clude with directions for the future work (sec-
tion 5).

2 Material

2.1 Corpora

We use two kinds of corpora:

• MedlinePlus: parallel medical corpus from
MedlinePlus. These data are built by
MedlinePlus from the National Library of
Medicine1. They contain patient-oriented

1www.nlm.nih.gov/medlineplus/healthtopics.html
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Corpus Size (occ of words)
Wikipedia/UKmed 246,368,411
MedlinePlus/UK 43,184
MedlinePlus/FR 53,067
MedlinePlus/EN 46,544

Table 1: Size of the exploited corpora.

brochures on several medical topics (body
systems, disorders and conditions, diagnosis
and therapy, demographic groups, health and
wellness). These brochures have been cre-
ated in English and then translated in several
other languages, among which French and
Ukrainian;

• Wikipedia: medicine-related articles from
Wikipedia. This corpus is extracted from
the Ukrainian part of the Wikipedia us-
ing medicine-related categories, such as
Медицина (medicine) or Захворювання (dis-
orders). The corpus potentially covers a wide
range of medical notions. In Figure 1, we in-
dicate an example of the source pages which
propose the navigation frame on the left, the
text with explanations and the infobox with
illustration and coding on the right.

In Table 1, we indicate the size of the corpora. Not
surprisingly, the Wikipedia corpus is much larger
although only part of its information is exploited,
as we will see in the next section.

2.2 UMLS: Unified Medical Language

System

The UMLS (Unified Medical Language System)
(Lindberg et al., 1993) merges several (over
100) biomedical terminologies, such as interna-
tional terminologies MeSH (NLM, 2001) and ICD
(Brämer, 1988). Such international terminolo-
gies may exist in several languages. For instance,
French and English versions of MeSH are included
in the UMLS. No terminologies in Ukrainian are
part of the UMLS. Each UMLS term is provided
with unique identifiers, which allows to find the
corresponding terms in other terminologies or lan-
guages.

3 Methods

The methods we propose for the extraction of
bilingual terminology are adapted to each kind of

corpora and of data they contain: the Medline-
Plus corpus (section 3.1) and the Wikipedia cor-
pus (section 3.2). We then present their cross-
fertilization (Section 3.3), and the evaluation of the
results (Section 3.4).

3.1 Extraction of bilingual terminology from

the MedlinePlus corpus

Prior to the exploitation of the MedlinePlus data,
the documents are first transformed in a suitable
format:

• the source PDF documents are converted in
the text format;

• in each language, the documents are seg-
mented in paragraphs;

• the alignments French/Ukrainian and En-
glish/Ukrainian are generated, in which nth

paragraph from one language is associated
with the nth paragraph from the other lan-
guage;

• the alignment between the two pairs of lan-
guages is then verified manually.

In Figure 2, we present an excerpt from the En-
glish/Ukrainian aligned corpus.

Then in French and English, we can use the ex-
isting terminology extraction tools which results
bootstrap the acquisition of bilingual terminology.
Hence, we use the YATEAterm extractor (Aubin and
Hamon, 2006), that is applied to documents POS-
tagged. The extracted terms are then projected on
the French and English corpora. In Figure 2, can-
didate terms are marked in bold.

The exploitation of the MedlinePlus parallel and
aligned corpus is performed in several ways (Fig-
ure 3).

Transfer 1 First, the simplest situation is when
the two aligned lines contain term candidates in ei-
ther language: these terms are recorded as candi-
dates for the alignments. For instance, in Figure
2, the pairs {Tiredness, Втома} and {Pain, Біль}
are issued from this kind of alignment.

Transfer 2 Secondly, when the paragraphs con-
tain complex expressions or sentences, the pro-
cessing is done as follows (Figure 4):

1. the paragraph-aligned corpora are aligned at
the word level using GIZA++ (Och and Ney,
2000),
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English Ukrainian
Cancer cells grow and divide more quickly than
healthy cells. Cancer treatments are made to
work on these fast growing cells.

Ракові клітини ростуть і діляться швидше,
ніж здорові клітини. При лікуванні раку

здійснюється вплив на ці клітини, що

швидко ростуть.
- Tiredness - Втома
- Nausea or vomiting - Нудота або блювота
- Pain - Біль
- Hair loss called alopecia - Втрата волосся, що називається алопецією

Figure 2: Example of the paragraph-aligned MedlinePlus corpus (English/Ukrainian).

Transfer 1 Transfer 2MedlinePlus Corpora
UK/FR & UK/EN

Cleaning and manual paragraph alignment

Giza++ suite
(including MkCls)

POS tagging with TreeTagger and Flemm
FR & EN term extraction with YATEA

Extraction of UK terms
corresponding to lines

Pairs of candidate terms
(UK/FR and UK/EN)

MedlinePlus corpora
aligned at the word level

UK term extraction by transfer

Pairs of candidate terms
(UK/FR and UK/EN)

Wikipedia pairs
of medical terms

Cross-fertilization
with single-word terms

Cross-fertilization
with single-word terms

Figure 3: Extraction of medical terms from MedlinePlus corpora (Ukrainian = UK, French = FR, English = EN).

2. using the word-aligned corpora, in each
paragraph pair (French/Ukrainian and En-
glish/Ukrainian), the terms recognized in
French and English are transferred on the
Ukrainian paragraph (conceived as the target
language);

3. the alignments extracted are recorded as can-
didates for building the bilingual terminol-
ogy.

For instance, in Figure 2, the term Cancer cells
is automatically extracted from the English cor-
pus. GIZA++ proposes that Cancer cells is aligned
with Ракові клітини. Thus, through the word-
aligned text, we can propose that Cancer cells is
the translation of Ракові клітини. This process-
ing is performed on the two pairs of languages
(French/Ukrainian and English/Ukrainian).

As indicated in Table 1, the size of our corpora is
rather small for the statistical alignment performed
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by GIZA++. For this reason, we provide GIZA++
with a bilingual dictionary in order to help the
alignment at the word level (see Section 3.3). Be-
sides, in preliminary experiments, we also observe
that word level alignment errors lead to the extrac-
tion of Ukrainian stopwords as term candidates (на
(on), або (or), etc.). To remove such obvious er-
rors, we filter out such candidates if they occur in a
list of 385 stop-word forms issued from an existing
resource dedicated to the localization of graphical
interfaces2.

3.2 Extraction of bilingual terminology from

the Wikipedia corpus

The Wikipedia corpus is used to complete and to
help the method applied to the MedlinePlus cor-
pus. The content we propose to exploit is included
in infoboxes (on the right in Figure 1) and is reach-
able through the MediaWiki source code of the
Wikipedia. This provides the label of the medi-
cal terms in Ukrainian and their MeSH codes. The
process is the following (Figure 4):

1. the infobox content is extracted and parsed3

in order to obtain the term label and its MeSH
code,

2. the MeSH code is used to query the UMLS,
and to get the corresponding French and En-
glish terms,

3. the term pairs French/Ukrainian and En-
glish/Ukrainian are then built and provide
good candidates for the bilingual terminol-
ogy.

This part of the method exploits specific and in-
tentionally created content for a given medical no-
tion in Ukrainian: term for a given medical no-
tion and its MeSH code. This information is re-
liable. For instance, in Figure 1, the term нанізм
is extracted, as well as its MeSH code D004392.
Through the UMLS, the corresponding English
terms are dwarfism and nanism, while the corre-
sponding French term is nanisme. Notice that sim-
ilar method has been used for the building of med-
ical terminology in the Arabic language (Vivaldi
and Rodríguez, 2014).

2

3We use the Perl module
(

)

Ukrainian Wikipedia
medical part

Processing of the InfoBoxes

Medical terms with MeSH codes

UMLSQuerying UMLS

Pairs of medical terms
(UK/FR and UK/EN)

Figure 4: Extraction of medical terms from Wikipedia
(Ukrainian = UK, French = FR, English = EN).

3.3 Cross-fertilization and Experiments

The cross-fertilization of the two methods (Sec-
tions 3.1 and 3.2) is done in two ways:

• the Wikipedia terms are used to enrich the ex-
tracted terminology,

• the single-word terms extracted by other ap-
proaches can be provided to GIZA++, as
an additional bilingual dictionary, in order
to help the alignment of MedlinePlus at the
word level.

During preliminary experiments, we test several
combinations of parameters for the pre-processing
and the alignments. While pre-processing the
French corpus, the Part-of-Speech is performed by
TreeTagger (Schmid, 1994) and can be improved
by the morphological analyzer Flemm (Namer,
2000). We also experiment with the use of Geni-
aTagger (Tsuruoka et al., 2005) on the English cor-
pus. We also experiment with the use of the terms
extracted from Wikipedia, or by the MedlinePLus
method Transfer 1, or both, for guiding the Giza++
alignment.

Thus, based on the results of the preliminary
experiments, we choose to pre-process the En-
glish corpus with TreeTagger and the French cor-
pus with TreeTagger and Flemm. Single-word
terms extracted from Wikipedia and by the method
Transfer 1 are used as bilingual dictionary to help
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the Giza++ word level alignment. We only present
the results obtained with this configuration in the
following.

3.4 Evaluation

The evaluation is performed manually in order to
check whether the candidates extracted for build-
ing the bilingual terminologies are correct. It has
been performed by an Ukrainian native speaker
having knowledge in medical informatics. Terms
are validated independently in each language, but
we also evaluation the bilingual and trilingual re-
lations between the Ukrainian, English and French
terms. With this kind of evaluation, precision of
the results can be computed, i.e. the ratio between
the correct answers and all the answers.

4 Results and Discussion

Table 2 presents the results and the precision for
the extracted terms by the three methods. Table 3
presents the results and the precision concerning
the pairs and triples of terms.

4.1 Extraction of bilingual terminology from

the Wikipedia corpus

The exploitation of the Wikipedia infobox allow
to collect 357 Ukrainian medical terms among
which 177 are single-word terms. By querying
UMLS with the MeSH codes, those terms are as-
sociated with 1428 French terms (among them,
339 single-word terms) and 3625 English terms
(among them, 448 single-word terms). The num-
ber of French and English terms compared to the
number of Ukrainian terms are due to the syn-
onyms proposed by MeSH. As for the bilingual
pairs of terms, we obtain 1,515 Ukrainian/French
term pairs and 3,789 Ukrainian/English term pairs,
including, respectively, 270 and 405 pairs between
single-word terms. Since each Ukrainian term is
associated with at least one French and English
terms, this allows to build 28,840 triples. We con-
sider that the precision of this terminology is 1 be-
cause the collecting manner.

4.2 Extraction of bilingual terminology from

the MedlinePlus corpus

The use of the first method of transfer (Transfer 1)
allows to extract 436 Ukrainian terms with a high
precision unsurprisingly (0.966). These terms
are associated with 316 French terms and 354

English terms in 282 triples between Ukrainian,
French and English terms, 63 pairs only be-
tween Ukrainian and French terms and 115 pairs
only between Ukrainian and English terms, with
0.954, 0.937 and 0.965 precision, respectively.
Thus, the Transfer 1 method allows to collect
334 Ukrainian/French term pairs (among them
108 pairs between single-word terms) and 380
Ukrainian/English term pairs (among them 135
pairs between single-word terms). We observe
that these relations can involve synonyms in either
language: {фаллопієва труба, trompes de fal-
lope/trompe utérine} (fallopian tube), {втрата
слуху/втрачається слух, hearing loss}, {втома,
fatigue/tiredness}. Besides, in Ukrainian, several
case forms can be associated to a same English
of French form: {вагітність, pregnancy} and
{вагітності, pregnancy}.

As the precision values suggest, this first trans-
fer method leads to few errors. Their analysis
shows that they mainly concern partial match be-
tween one language and another involved by the
translation: {появу виразок у роті, mouth sores}
-- lit. (appearance of) mouth sores, {ви можете
спати, dormir/sleep} -- lit. you can sleep. The si-
lence of the method can be explained by two rea-
sons. First, again the variation due to the transla-
tion prevents the transfer 1 method to extract term
in French or English. For instance, since the title
Soins in the French corpus is the English transla-
tion of Your care, the French term matches with
the line, contrary to the English term. The Trans-
fer 2 method will solve this problem. However, the
main reason of the silence is the incapacity of the
term extractor to identify French or English terms
because its extraction strategy or errors in the POS
tagging.

As for the second transfer method (transfer 2),
we present the results obtained when the pairs of
single-words terms issued from the MedlinePlus
corpus and from Wikipedia are used to help the
GIZA++ alignment. In that context, the trans-
fer 2 method allows to extract 9,040 Ukrainian
terms with 0.454 precision (exact match). Preci-
sion of the French and English terms is higher:
0.674 and 0.761 respectively (exact match). More-
over, the number of French and English terms
is dramatically lower (about -45% and -40%)
than in Ukrainian: the rich morphology of the
Ukrainian language provides several inflected
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Source UK FR EN
#terms Prec. #terms Prec. #terms Prec.

Wikipedia 357 1 1,428 1 3,625 1
MedlinePlusTransfer1 436 0.966 316 0.971 354 0.989

inexact match 0.998 0.987 0.997
MedlinePlusTransfer2 9,040 0.454 3,671 0.674 3,597 0.761

inexact match 0.84 0.726 0.799
Total 9,529 0.481 5,200 0.769 7,335 0.883
Total of correct terms 4,588 3,998 6,476

Table 2: Number of terms extracted (Ukrainian = UK, French = FR, English = EN).

Source UK/FR UK/EN UK/FR/EN Total
#rel. Prec. #rel. Prec. #trpl. Prec. #trpl. Prec.

Wikipedia 1,515 1 3,789 1 28,840 1 28,840 1
MedlinePlusTransfer1 63 0.937 115 0.965 282 0.954 460 0.954

inexact match 0.984 1 0.982 0.987
MedlinePlusTransfer2 3,724 0.309 4,745 0.401 4,724 0.419 13,218 0.381

inexact match 0.751 0.84 0.586 0.724
Total 3,798 0.318 4,819 0.41 33,845 0.918 42,462 0.807
Total of correct relations 1,207 1,974 31,086 34,267

Table 3: Number of term pairs and triples (Ukrainian = UK, French = FR, English = EN).

forms for a given term ({напад, нападу} -- at-
tack, {припадків, припадки} -- seizure, {костей,
кістки} -- bones). Besides, the method allows
also to extract synonymous terms ({приступам,
припадків} -- attacks/seizures, {биття, удару}
-- beats). The precision values with the inexact
match (the correct term is included or includes the
term candidates) are much higher and gain 0.40
points for the Ukrainian terms and 0.05 for the
French and English terms. We assume this differ-
ence on Ukrainian candidate terms is mainly due to
the alignment quality. As for the interlingual rela-
tions, the Transfer 2 method collects 3,724 pairs
of Ukrainian/French terms with 0.309 precision,
4,745 pairs of Ukrainian/English terms with 0.401
precision and 4,724 triples with 0.419 precision.

An analysis of the results shows that most of
the errors are due to the alignment problems. In-
deed, we observe that when the alignment is cor-
rect, the Ukrainian terms are correctly extracted by
the transfer. Otherwise, the errors occur.

Moreover, even if the documents (patient-
oriented brochures) are not highly specialized,
most of the extracted terms are specific to the med-
ical domain ({трахеотомією, tracheostomy}),
{фактори ризику, risk factors}, {шприца, sy-

ringe}, {холестерину, cholesterol}). Other terms
also refer to close and approximating notions
which reflects this type of documents: {діти, chil-
dren}, {здорову їжу, healthy diet}, {серцевий
напад, heart attack}, {склянок рідини, glasses of
liquid}. An interesting observation is that some
French and English terms correspond to proposi-
tions in Ukrainian: {не до кінця приготовлену
їжу, undercooked foods} (lit. food which is not
fully cooked), {При цьому обстеженні Ви не
відчуєтежодного болю, indolore (painless)} (lit.
With this exam you will feel no pain).

Finally, all the methods combined allow to
build a terminological resource containing 4,588
Ukrainian medical terms and their 34,267 relations
with French and English terms.

5 Conclusion and Future Work

In this work, we propose to exploit two kinds of
freely available multilingual corpora in French,
English and Ukrainian. Each corpus is exploited
with appropriate methods which allows to ex-
tract the term candidates and to create term pairs
Ukrainian/French and Ukrainian/English. In par-
ticularly, French and English corpora are pro-
cessed with NLP and term extraction tools. Then,
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thanks to the transfer methods these terms are
transposed on the Ukrainian language. We also
propose to use existing terminologies and to ex-
ploit simple terms for improving the alignment
performed at the word level with GIZA++.

Our future work will address the enrichment of
the created resource with terms from other cor-
pora. Besides, in the Wikipedia corpus, we can use
other codes, such as those from МКХ-10 (ICD10)
or MedlinePlus. This will also augment the cover-
age of the term pairs extracted in the current work.
Another perspective of this work is the improve-
ment of the bilingual alignment of documents at
the word level. In that respect, we plan to investi-
gate the use of other alignment algorithms, such as
Fast-Align (Dyer et al., 2013) or the Lingua::Align
toolbox (Tiedemann and Kotzé, 2009). Other cu-
rators will be involved. Further improvements of
the proposed transfer method can be obtained with
statistical and morphological cues.
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Abstract 

Acquisition of new terminology from specific 
domains and its adequate description within 
terminological dictionaries is a complex task, 
especially for languages that are morphologi-
cally complex such as Serbian. In this paper 
we present an approach to solving this task 
semi-automatically on basis of lexical re-
sources and local grammars developed for 
Serbian. Special attention is given to auto-
matic inflectional class prediction for simple 
adjectives and nouns and the use of syntactic 
graphs for extraction of Multi-Word Unit 
(MWU) candidates for termbases, their lem-
matization and assignment of inflectional 
classes. 

1 Introduction 

In this paper we present a semi-automatic proce-
dure for terminology acquisition in Serbian. Rap-
id changes in many knowledge domains mean 
that new terms are continuously being created 
and introduced in Serbian making important the 
automation of their retrieval and incorporation in 
Serbian terminological dictionaries. Due to spe-
cific features of Serbian grammar, especially its 
rich morphology, this is a complex task, and cor-
responding language resources in the form of 
morphological e-dictionaries and grammars need 
to be applied (Vitas et al., 2012). For that reason, 
in the case of Serbian, it is not enough to extract 
terminology from the domain, but it also has to 
be adequately described, for instance, in the form 
of e-dictionaries. 

The field of terminology is strongly related to 
research on multiword terms, which relates 
closely to MWEs (Baldwin & Kim, 2010; 
Frantzi et al., 2000). An analysis of terms from 
technical dictionaries for different domains (fiber 

optics, medicine, physics and mathematics, psy-
chology) showed that 97% of multi-words in 
these sources consist of nouns and adjectives 
only, and more than 99% consist only of nouns, 
adjectives, and a preposition. (Justeson & Katz, 
1995) Identifying the adjectives and the preposi-
tional phrase is thus important for terminology 
acquisition (Daille, 2000).  

There are two mainstream approaches 
(Enguehard & Pantera, 1995; Cerbah & Daille, 
2007) to terminology acquisition. One relies on 
using statistical measures (Nakagawa & Mori, 
2003; Ramisch et al., 2012; Quochi et al., 2012; 
Zhang et al., 2006) and the other is based on lin-
guistic rules. A rule-based approach for the ex-
traction of terms based on a cascade of 
transducers using CasSys tool incorporated in 
Unitex1 corpus processing platform, as well as 
the use of TMF standard for the representation of 
terms is proposed in (Ammar et al., 2015) and 
applied on Arabic scientific and technical corpus. 
In (Savary et al., 2012) terminology extraction in 
the domain of ecsonomy is presented for Polish. 
It has two modules: a grammatical lexicon of 
terminological MWEs and a fully lexicalized 
shallow grammar, obtained by an automatic con-
version of the lexicon. Przepiorkowski and asso-
ciates (2007) present results of automatic 
extraction of term definitions from unstructured 
texts in Bulgarian, Czech and Polish by use of 
regular grammars. 

There are also combinations of the two ap-
proaches (Rodrıguez et al., 2007). Sag et al. re-
ported that modern statistical Natural Language 
Processing (NLP) is in great need of better lan-
guage models and linguistic tools must come to 

1 Corpus processing System Unitex: http://www-igm.univ-
mlv.fr/~unitex/ 
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grip with problems of disambiguation and 
MWUs (Sag et al., 2002).  

2 Process description 

The processing steps (Fig.1) of integrating new 
terms from specific domains in terminological 
dictionaries using lexical resources and local 
grammars in our approach are: 
1. Linguistic preprocessing of the input plain 

text file from the chosen domain using 
Unitex. 

2. Analysis of unrecognized words as the most 
probable source of terminology and expand-
ing the dictionary of simple words: 

2.1 Retrieval of unrecognized words; 
2.2 Manual filtering, preparation of a list of 

extracted terms in canonical forms (for in-
stance, nominative singular for nouns) and 
annotating with semantic labels (e.g. hu-
man) and some grammatical categories 
(e.g. adding the gender for the nouns);  

2.3 Automatic prediction of the inflectional 
class and the production of dictionary en-
try in DELA format (detailed description 
of the algorithm is given in section 3); 

2.4 Compiling the dictionaries of newly ac-
quired terms and integrating them with 
other resources for linguistic text pro-
cessing; 

2.5 Repeated linguistic preprocessing with ex-
panded dictionaries for verification of 
recognition of new lemmas. 

3. MWUs extraction 
3.1. Application of syntactic graphs to extract 

MWUs with different syntactic structures 
from the same text (detailed description of 
the algorithm is given in section 4); 

3.2. Removing duplicate extractions: if a se-
quence of words is recognized with differ-
ent graphs as having different syntactic 
structures the most probable candidate is 
chosen according to the pre-established 
order of precedence; 

3.3. Two-step generation of MWU canonical 
forms: in the first step lemmatization of 
simple words that form the MWU is per-
formed, while in the second step the lem-
ma of the MWU is produced based on the 
results from step 1. 

4. Selection of terms from new MWUs 
4.1. Frequency calculation for all forms of 

MWUs and their basic forms with ranking 
of results;  

4.2. Removing MWUs already in e-
dictionaries and those with rank under the 
specified threshold; 

4.3. Linguistic evaluation of grammatical cor-
rectness of remaining MWUs; 

4.4. Assessment of domain relevance of each 
MWU by comparing its frequency in the 
domain text with its frequency in the Cor-
pus of Contemporary Serbian (Utvić, 
2014).  

5. Expanding MWU dictionaries  
5.1. Creation of complete MWU lemmas in 

compliance with DELAC format (Savary, 
2009);  

5.2. Compiling the dictionaries of newly ac-
quired multi-word terms and integrating 
them with other resources for linguistic 
text processing; 

5.3. Linguistic pre-processing with expanded 
dictionaries for verification of recognition 
of new MWU lemmas. 

 
Figure 1: Diagram of terminology acquisition 
using lexical resources and local grammars 
 

The newly acquired terms, both simple and 
MWU, can be exported to termbases, TBX and 
other standard formats for terminological re-
sources. In this paper we will focus on (marked 
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gray in Figure 1): inflectional class prediction 
(step 2.3) and extraction of MWU candidates for 
termbases using syntactic graphs (step 3). 

3 Prediction of inflectional class for 
simple words 

Prediction of inflectional class for a new word in 
Serbian is not an easy task because of complex 
inflectional grammar with numerous rules and 
exceptions. Morphological electronic dictionaries 
of Serbian for NLP are being developed for 
many years now. Their development follows the 
methodology and format (known as 
DELAS/DELAF) presented for French in 
(Courtois, 1990). E-dictionaries in the same for-
mat have been produced for many other lan-
guages.  

In dictionary of lemmas (DELAS) each lem-
ma is described in full detail so that a dictionary 
of forms containing all necessary grammatical 
information (DELAF) can be generated from it, 
and subsequently used in various NLP tasks.  

Serbian e-dictionaries of simple forms have 
reached a considerable size: they have about 
135,000 lemmas generating more than 5 million 
forms and 13,000 compound lemmas, that is, 
multi-word units (Krstev, 2008). The number of 
simple lemmas by Part-Of-Speech (POS) is de-
picted in Figure 2 (left).  
 

 
Figure 2: Statistics of lemmas and inflectional 
FSTs 
 

Inflectional classes are described with 
metadata including most important features for 
class distinction e.g. for nouns grammatical gen-
der and number, case, and animateness are given. 

Grammatical inflectional rules are encoded by 
854 inflectional Finite-State Transducers (FST) 
Inflectional FSTs are a special kind of FSTs used 
for modeling inflectional paradigms, that is, in-
flectional classes. Each FST of this kind is used 
for production of all inflected forms for all lem-
mas belonging to the same class. The number of 
Inflectional FSTs by POS is depicted in Figure 2 
(right). 

Productiveness of all inflectional classes are 
not the same: some classes are used for a large 
number of regular cases, while other pertain to 
(rare) exceptions. Our approach is addressing the 
first group, having in mind that terminology usu-
ally inflects regularly. Figure 3 presents the 
number of inflectional classes and percent of 
lemmas that belong to them. For example, 10 
classes for adjectives account for 98% of lem-
mas, 10 classes for nouns account for 61.8% of 
lemmas, and 10 classes for verbs account for 
59.6% of lemmas. 
 

 
Figure 3: FST classes and the percentage cover-
ing the dictionary of lemmas 
 
FST class prediction can be divided into two 
parts: one is extraction of implicit knowledge 
and the other is actual prediction of FST class for 
a new lemma. Extraction of implicit knowledge 
in the form of a dataset with word endings, 
grammatical categories and FST classes proceeds 
as follows: 
1. Calculate frequencies for each POS and rela-

tive frequencies for each FST class within 
POS in the current dictionary of simple 
lemmas.  

2. Create a dataset from DELAS lemma end-
ings of length 3,4,5 and 6 characters with 
corresponding grammatical categories re-
trieved from DELAF (e.g. for nouns in that 
dataset: POS, lemma, FST, gender, 
animateness, pronunciation). 

3. Create another dataset with frequencies for 
each combination of FST code and grammat-
ical category and for each ending of length 
3,4,5,6, as an estimate of the probability that 
the FST class is the appropriate one. The da-
taset includes: ending, POS, gender, 
animateness, pronunciation, FST and proba-
bility (chance rank 0-100) for FST (table 1, 
column Rel. freq.). 

 

 

POS
Nouns 81,866 61% 372 44%
Verbs 17,071 13% 372 44%
Adjectives 31,071 23% 69 8%
Other 4,632 3% 41 5%
Total 134,640 854
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ending POS length gender anim FST Total Frequency Rel. freq. Example 
alica N 5 f - N650 97 95 98 sijalica 
alica N 5 f - N1650 97 1 1 Skalica 
alica N 5 f + N651 27 26 96 varalica 
alica N 5 f + N1651 27 1 4 Lalica 
ica N 3 m + N1683 145 142 98 Milojica 
ica N 3 m + N1741 145 3 2 Prica 
ica N 3 m/f + N683 40 33 83 tvrdica 
ica N 3 m/f + N679 40 7 18 ubica 

Table 1: Excerption from dataset with ending.  
(m: masculine gender; f: feminine gender; m/f: nouns change gender in their inflectional paradigm) 

 
Analysis of the relation between word end-

ings and inflectional FST classes shows that the 
prediction of inflectional class by the abovemen-
tioned statistical analysis of existing dictionaries 
is justified. Figure 4 illustrates this relation for 
word endings of length 3, 4, 5 and 6. For exam-
ple, in the case of word endings of length 3, for 
33% of words from the existing dictionary there 
is only one corresponding FST class, for approx-
imately 20% of words there are two classes, and 
so on, whereas for word endings of length 6 
there is a single class for as much as 90% of 
words.  

In order to facilitate prediction of FST class, a 
set of rules based on inflectional class metadata 
is used. Distinction between inflectional classes 
based on grammatical categories can be done 
only to some extent, so implicit knowledge from 
the existing dictionary of simple words is used to 
improve prediction. 
 

 
Figure 4: Relation between word endings and 
inflectional FST classes 
 

The process of automatic prediction of inflec-
tional FST class for a new entry follows a hybrid 
approach: one part is rule-driven with explicit 
codification of knowledge about FST classes and 
the other is statistical, based on existing diction-

ary of simple word lemmas with implicit 
knowledge about dependence between FST clas-
ses and dictionary entries.  

After preparing the list of new entries in the 
form: lemma, POS, Grammatical_Categories 
(e.g. grabuljar,N,Rud ‘rake’) the following pro-
cedure is applied: 
1. For each candidate lemma filter the dataset 

prepared from previous step as follows: 
1.1. if the lemma has specific marks for pro-

nunciation, then retain only dataset mem-
bers with the same mark and remove the 
rest; 

1.2. if the grammatical gender or animateness 
is assigned, retain only dataset members 
with the same grammatical category and 
remove the rest; 

1.3. if the first letter of the lemma is in upper 
case additional filtering can take place tak-
ing into account FST classes which have 
only inflected singular forms. 

2. After filtering and ranking the dataset, pre-
diction (FST assignment) for the lemma is 
repeated with threshold from 99 to 95 for 
relative frequency, for suffixes 6,5,4, and 3  
respectively; 

3. For thresholds under 95 and over 80 lemma 
prefix (if longer than 2 characters) is used: if 
the prefix is in the dictionary of prefixes and 
the remainder of the lemma is a word in 
DELAS, then the lemma is the inflectional 
class of the corresponding DELAS word is 
assigned to the lemma.  

4. For thresholds 80 and less steps 1 and 2 only 
are repeated. 

From a sample of domain texts and dictionar-
ies we manually filtered 623 new terms from 
domains of mining, geology and e-learning and 
applied the described procedure for FST class 
prediction: to 582 (93%) of them the correct FST 
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class was assigned, 27 (4%) had a partly correct 
class assigned (for instance, inflection is correct 
but falsely allows plural forms), and to 14 (2%) 
of them an incorrect class was assigned. 

4 Syntactic graphs for MWU recogni-
tion 

4.1 Structure of terms in termbases 
In order to analyze the structure of terms in dif-
ferent domains, primarily the number of compo-
nents they consist of, we used samples from 
three terminological resources for Serbian. Two 
terminological resources, GeolISSTerm 2  and 
RudOnto3 have been developed at University of 
Belgrade, Faculty of Mining and Geology. 
GeolISSTerm is a bilingual thesaurus of geologi-
cal terms in Serbian and their English equiva-
lents (Stankovic et al., 2011), divided in several 
subdomains: petrology, mineralogy, hydrogeolo-
gy, geophysics, structural geology etc. RudOnto 
is covering the larger area of mining engineering 
and mine safety terminology (Stankovic et al., 
2012). The third termbase used is the Dictionary 
of Library and Information Sciences (RNBS),4 
developed by the National Library of Serbia. It 
contains terminology in Serbian, English and 
German, related to theory and practice of librari-
anship and information sciences and a wide 
range of close or related fields.  

Table 2. Frequencies of terms of different lengths 
in samples from 3 termbases  

Dictionary Term length (in number of words) 
1 2 3 4 ≥5 

GeolISS 
Term 1436 2356 749 305 243 

RNBS 3302 6180 2062 806 415 
RudOnto 1004 1351 1350 1031 2341 

Table 2 presents the distribution of terms consist-
ing of 1, 2, 3, 4 and more components for the 
three termbases. These results are consistent with 
the results presented in (Justeson et al., 1995), at 
least for GeolISSTerm and RNBS, and show that 
terms with 5 or more components are much less 
frequent than the shorter ones. The results are 
somewhat different for RudOnto, as it contains 
very specific terms, such as causes of injuries, 
employee positions, types of injuries, or tech-

2 http://geoliss.mprrpp.gov.rs/term 
3 http://rudonto.rgf.bg.ac.rs/ 
4 http://rbi.nb.rs/en/home.html 

nical characteristics of machines, which are often 
longer MWUs than the less specific terminology 
of the two other termbases. Two examples from 
RudOnto can illustrate this: a term for employee 
position “Geologist for mineralogy, petrology, 
sedimentology and geochemical research” and a 
term for technical characteristics of machines 
“Length of the caterpillar transporting device 
measured from the vertical excavator rotation 
axis to the front edge of the caterpillar”. 

4.2 Extraction of MWUs from domain texts 
The extraction of MWUs from a text is preceded 
by the retrieval of new simple word terms from it 
and their incorporation in the existing system of 
morphological e-dictionaries as MWU extraction 
relies heavily on existing lexical resources. 

In the Serbian e-dictionary of MWUs, all en-
tries are distributed in classes according to their 
syntactic structure, or more precisely, according 
to the information needed for their inflection. 
The names of classes correspond to the names of 
special FSTs that are used for MWU inflection. 
For instance, the class AXN pertains to MWUs 
with the syntactic structure: an adjective (A) fol-
lowed by a noun (N), where the two components 
agree in gender, number, case and animateness. 
In class names X stands for a component that 
does not inflect when a MWU inflects or for a 
component separator. In the case of AXN, X 
stands for the separator, usually a space. Some-
times, MWUs with different syntactic structure 
belong to the same class. For instance, the class 
N4X implies that MWUs belonging to it consist 
of a noun followed by two other components 
(separated by two separators) that do not inflect. 
The syntactic structure of these components can 
be a noun followed by two adjectives/nouns in 
the genitive case (e.g. eksploatacija mineralnih 
sirovina ‘exploitation of mineral resources’) but 
also a noun followed by a prepositional phrase 
(e.g. bager na šinama ‘excavator on rails’). 

There are 29 such classes for Serbian nominal 
MWUs.5 However, 10 of them are used for the 
inflection of more than 98% of all nominal 
MWUs. Four of these classes are used for the 
inflection of two component MWUs, four for the 
inflection of 3-component MWUs and two for 
the inflection of 4-component MWUs. Given that 

5 The number of FSTs (80) is greater than the number of 
classes because they deal with other details of inflection: 
does the MWU inflect in number, are some components 
optional, etc. 
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they cover the large majority of MWUs, we have 
developed syntactic FSTs for the extraction of 
MWUs belonging to these 10 classes. They are, 
listed in the descending order of their frequency: 
1. AXN – an adjective followed by a noun; the

adjective and the noun have to agree in all
four grammatical categories; e.g. zemni gas
‘natural gas’.

2. 2XN – a noun preceded by a word that does
not inflect in the MWU. Usually it is a word
used only in one or a few MWUs, a prefix or
an adverb derived from an adjective, while
the separator is usually a hyphen; e.g. anker-
mreža ‘anchor network’.

3. N2X – a noun followed by a word that does
not inflect in the MWU. Usually this word is
a noun in the genitive or in the instrumental
case; e.g. patrona eksploziva ‘explosive car-
tridge’ and upravljanje krovinom ‘roof con-
trol’.

4. N4X – a noun followed by two words that do
not inflect in the MWU. Two syntactic struc-
tures are possible:

a. NNgi - A noun followed by two adjec-
tives/nouns in the genitive case or in the in-
strumental case; e.g. otkopavanje širokim
čelom ‘broad forehead excavation’.

b. NprepNp - A noun followed by a preposi-
tional phrase; e.g. lanac sa grabuljama
‘chain with a rake’.

5. AXN2X – a noun preceded by an adjective
that agrees with it in gender, number, case
and animateness and followed by a word that
does not inflect in the MWU, usually a noun
in the genitive or instrumental case; e.g.
geološko kartiranje terena ‘geological field
mapping’.

6. NXN – a noun followed by a noun that agrees
with it in number and case, where the separa-
tor can be a hyphen; e.g. bager kašikar ‘shov-
el excavator’.

7. AXAXN – a noun preceded by two adjectives
that agree with it in gender, number, case and
animateness; e.g. površinski istražni radovi
‘surface exploration works’.

8. N6X - a noun followed by three words that do
not inflect in the MWU. Three syntactic
structures are possible:

a. NNgiPrepNp - a noun followed by a noun
in the genitive case and a prepositional
phrase (as in case 4b); e.g. priprema ležišta
za otkopavanje ‘deposit preparation for min-
ing’.

b. NNgiNgiNgi - a noun followed by three
nouns/adjectives in the genitive case; e.g.
istraživanje ležišta mineralnih sirovina ‘ex-
ploration of mineral deposits’.

c. NprepNpNgi - a noun followed by a prepo-
sitional phrase; e.g. bakar sa primesama
zlata ‘copper with a sprinkling of gold’.

9. AXN4X – a noun preceded by an adjective
that agrees with it in gender, number, case
and animateness and followed by two words
that do not inflect in the MWU. Two syntactic
structures are possible:

a. ANPrepNp - A noun preceded by an adjec-
tive and followed by a prepositional phrase
(as in case 4b); e.g. gravitacijska
koncentracija u vodi ‘gravity concentration
in water’.

b. ANNgiNgi - a noun preceded by an adjec-
tive and followed by two adjectives/nouns
in the genitive case or in the instrumental
case (a 4a case); e.g. površinska
eksploatacija mineralnih sirovina ‘surface
exploitation of mineral resources’.

10. 2XAXN - an adjective followed by a noun 
that agrees in all four grammatical categories 
and preceded by a word that does not inflect 
in the MWU; e.g. magmatsko-eruptivni masiv 
‘magmatic-igneous massif’. 

FST for extraction of MWUs of type AXN with 
two paths from one of the subgraphs that illus-
trate the agreement between adjectives and nouns 
is depicted in Figure 5. Dictionary variable used 
for FST output in the form $a.LEMMA$ re-
trieves a lemma of recognized word form $a$ 
thus performing the simple word lemmatization. 

Due to high homography of word forms it 
may happen that the same sequence of words is 
recognized by two or more graphs; naturally, 
only one recognition may be correct. For in-
stance if the MWU bager kašikar  (case 6, NXN) 
is detected in the analyzed text in the genitive 
case bagera kašikara it may be erroneously in-
terpreted as a MWU of a form NNg (case 3) in 
the genitive case. Consequently, all NNg con-
structions in an analyzed text that appear in the 
genitive case (which happens very frequently) 
will be interpreted also as a NXN case. For that 
reason, in the case of ambiguous recognition we 
always give precedence to the more probable 
case. For instance, for 2-component MWUs the 
precedence is: AXN, 2XN, N2X, NXN. 

As a rule, we are looking for the longest 
match for a MWU, that is, if a text matches an 
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AXAXN pattern, than we will ignore the match 
AXN that is subsumed. However, in certain cas-
es we take into consideration the shorter matches 
as well. For instance, a sequence recognized as 
NNgNgNg, may well not be a multi-unit term, 
but rather consist of two multi-unit terms of the 
form NNg or contain as its part a AXAXN term; 
e.g. sprečavanje zagađenja životne sredine ‘pre-
vention of environmental pollution’ may not be
considered a term, while zagađenje životne
sredine ‘environmental pollution’ is. For that
reason, the order of term candidate extraction is:
1. AXAXN, 2XAXN, AXN2X, AXN4X,

AXN
2. N6X

3. N4X
4. 2XN, N2X, NXN

At the end of each round duplicates are elimi-
nated according to the priorityand the union of 
all results is performed.  

The output of processing by transducers is the 
initial version of the normalized MWU that con-
sists of simple word lemmatization — inflected 
parts of a MWU are replaced by their lemmas, as 
they are recorded in e-dictionaries. The list of 
produced normalized MWUs is then additionally 
processed by a new set of transducers in order to 
obtain correct MWU lemmas. The following ad-
justments have to be performed: 

Figure 5. An FST for extraction of MWUs 

1. For MWUs with syntactic structure AXN,
AXAXN, AXN2X, AXN4X, and 2XAXN
the form of the adjectives has to be correct-
ed so that the right gender is selected to cor-
respond to the gender of the noun (simple
word lemmas are always in the masculine
gender). For example, when simple word
lemmatization offers a lemma minskim
bušotinaf ‘blasting boreholes’ it has to be
corrected to minskaf bušotinaf.

2. For all MWUs, the right number of the
MWU has to be selected: if it appeared in a
text only in singular form or only in plural
form, then the lemma will be in the respec-
tive form (e.g. only singular form jamski
vazduh ‘air in the underground mine’, only
plural form atmosferske padavine ‘atmos-
pheric precipitation’); if it appeared in both

plural and singular forms, then both forms 
of lemmas will be offered. 

Production of correct MWU lemmas is a pre-
requisite for the successful evaluation. Moreover, 
entries for morphological e-dictionary of MWUs 
can be produced only from correct MWU lem-
mas. Finally, as a byproduct of the whole process 
MWU inflectional classes for newly retrieved 
MWUs are obtained – they are derived directly 
from local grammars used for their extraction. 

4.3 Evaluation of performance of MWU 
extraction 

In order to evaluate our approach, we applied it 
to a collection of 74 papers in Serbian from the 
journal Infotheca. 6  The size of the corpus is 

6 Infotheca - Journal for Digital Humanities 
(http://infoteka.bg.ac.rs/index.php/en/infoteca) 
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272,557 simple word forms. Our procedure ex-
tracted from it 65,279 MWUs, 86.9% of them 
occurring only once, 7.9% occurring twice, 3.8% 
occurring 3 to 5 times and 1.9% with more than 
5 occurrences. 

The graph 3 (N2X) extracted 31% of all 
MWUs with frequency greater than 1. It is fol-
lowed by graph 6 (NXN) with 26% MWUs, 
graph 4 (N4X) with 22%, graph 1 (AXN) with 
16%, and the remaining six graphs with 6%. As 
to MWUs with frequency greater than 5, graph 1 
(AXN) covers 31%, graph 3 (N2X) 25%, graph 6 
(NXN) 22%, graph 4 (N4X) 17%, and the re-
maining six graphs 5%. 

Extracted MWUs were manually evaluated on 
a subset of 690 entries. The evaluators checked 
1) whether proposed lemmas were grammatically 
correct and 2) whether MWU terms belong to 
domain terminology, in this case library and in-
formation science, or to the general lexica.  

For candidate ranking three measures were 
used: frequency, C-Value (Franzi et al., 2000) 
and log-likelihood (Dunning, 1993; Gelbukh et 
al., 2010).  

For grammatical correctness best precision at 
rank n (P@n) measure is very high (figure 6) and 
independent of the ranking (the trend is flat).  

 

 
Figure 6: Precision at rank n for all evaluated 
term candidates for grammatical correctness. 

 
In order to calculate the log-likelihood meas-

ure we used an excerpt from the general Corpus 
of Contemporary Serbian 7  that consists of 22 
million simple word forms. 

Figure 7 presents the precision at rank n for 
690 evaluated term candidates for domain affilia-
tion, where log-likelihood gave best results for 
precision at rank n (P@n) measured on a sorted 
list of candidates. 
 
                                                           
7 The Corpus of Contemporary Serbian 
(http://www.korpus.matf.bg.ac.rs/) 

 
Figure 7: Precision at rank n for all evaluated 
term candidates for domain affiliation. 

5 Discussion and Conclusion 

The research outlined in this paper tackles the 
extraction of domain terminology and its integra-
tion into terminological dictionaries using lexical 
resources and local grammars. Results obtained 
by following this approach justify its basic as-
sumption that the task of term extraction, both in 
the case of simple words and multi-word units, 
can be successfully accomplished combining 
existing e-dictionaries and FSTs. Moreover, lexi-
cal resources and local grammars alleviate the 
task of integrating the newly discovered terms 
into terminological dictionaries by simplifying 
the task of defining the proper inflectional class 
for new terms, a task extremely complex in case 
of morphologically rich languages such as Serbi-
an. By implementing the procedure proposed 
within this paper we have considerably sped up 
the development of terminological dictionaries 
for Serbian. 

Further research will address the integration 
of inflectional class prediction in existing soft-
ware tools used for handling dictionaries devel-
oped at University of Belgrade and creation of a 
web tool that would support the entire procedure 
described in this paper. Production of dictionary 
entries in DELA format for verbs, akin to the one 
described for nouns, is also under consideration. 
A detailed evaluation will follow with the aim of 
further refinement of the presented procedure in 
order to reduce to the least possible extent the 
necessity for human intervention within the pro-
cess of terminology acquisition and description. 
Our future work will be oriented towards usage 
of Web sites for evaluation of new term candi-
dates (Robitaille et al., 2006). 
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Abstract

Our research highlights the problem of
term polysemy within terminometrics stud-
ies. Terminometrics is the measure of term
usage in specialized communication. Pol-
ysemy, especially within single-word terms
as we will show, prevents using term cor-
pus frequencies as appropriate statistics for
terminometrics. Automatic term sense dis-
ambiguation, as a possible solution, re-
quires human annotation to feed a super-
vised learning algorithm. Within our experi-
ments, we show that although being polyse-
mous, terms have a strong in-domain sense
bias, making random sampling of annota-
tion data less than optimal. We suggest
the use of active learning and implement it
within an annotation platform as a way of
reducing annotation time.

1 Introduction

In our research, we investigate the measure of term
usage in specialized communication, called Ter-
minometrics (Section 2). The studied terms are
provided by a term bank, and we are interested
in the fact that many of these terms are polyse-
mous, creating difficulties for our terminometrics
study. We therefore investigate the presence of
polysemy in term banks (Section 3). Polysemy
found in term banks is problematic since it leads
to term occurrences in corpora being possibly pol-
ysemous, preventing simple corpus frequencies to
provide proper statistics. We confirm such poly-
semous occurrences within our specific termino-
metrics experiment in the nanotechnology domain
(Section 4), as we analyse term sense human an-
notation results for a set of nanotechnology terms.

Results also show that terms, although poly-
semous, have a very strong bias toward their in-
domain sense. In such biased case, a random
sampling of annotation data is far from optimal,
wasting much human effort. We therefore intro-
duce active learning (Section 5) and implement it
within an annotation platform (Section 6), to ob-
tain a sense-annotated dataset in less time.

2 Terminometrics

Terminometrics is the measure of term usage
in different types of communications (Quirion,
2006). Its purpose is to determine, for a partic-
ular concept, the relative corpus frequencies of its
competing terms.

The protocol of terminometrics, as defined in
Quirion (2003), consists in first deciding on a do-
main of interest and selecting its set of concepts
(most often all) from a term bank. Then, for each
particular concept, the individual number of oc-
currences of all its competing terms is counted
within different corpora from the same domain
gathered by terminologists to represent different
communicative settings. Acknowledging the pos-
sible polysemy of competing terms, the protocol
includes a human expert, to actually disambiguate
a randomly selected subset of occurrences, and
obtain better estimates of real frequencies.

A good example of this would be the concept
of a atomic cluster within the nanotechnology do-
main. According to the term bank used, such no-
tion can be expressed by the following 6 terms
atomic cluster, atom cluster, atomic aggregate,
atom aggregate, cluster and aggregate. In ter-
minometrics, comparative studies of use of terms
in specialized communications, government liter-
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ature, specialized media, and general media are of
interest, as they might reveal how some terms are
used by the general public, while others are used
by more official government documents.

Studying the occurrence in text of different syn-
onyms of concepts would not be problematic if
each one was monosemous. But unfortunately,
that is not the case. For example, referring to Ta-
ble 1, the term cluster is a competing term for
multiple concepts, and simply counting its occur-
rences in text, without disambiguation, would not
be indicative of its usage for any of them.

Obviously, human annotation is costly, and the
possibility of performing automatic term sense
disambiguation is quite appealing. In terminomet-
rics, concepts are evaluated one at a time, reducing
the disambiguation task to a binary decision. The
annotation is not a selection among N senses, but
rather a yes/no decision on whether the current in-
stance represents the current concept or not. Fur-
thermore, term disambiguation within terminom-
etry cannot be dealt with similarly to more typi-
cal word-sense disambiguation or even term-sense
disambiguation relying on knowledge contained
in an external resource (Barrière, 2010) since the
annotator, or the algorithm, is likely to only have
access to the context of occurrences to perform
term disambiguation.

3 Polysemy of specialized terms

Terms for the terminometrics studies are provided
by term banks. Such repositories of terms are
not often investigated for the study of polysemy.
In Natural Language Processing, a typical task
of word sense disambiguation requires a lexico-
graphic resource, such as WordNet (Miller, 1995),
to provide a repository of possible word senses in
order to disambiguate words in texts (Pantel and
Lin, 2002). No doubt that words are polysemous,
even in specific domains (Chroma, 2011; Vogel,
2007), but less studies show and discuss the poly-
semy of terms.

Terms are single-word or multi-word expres-
sions denoting particular concepts within partic-
ular domains. A term bank is organized by do-
mains (e.g. biology, automotive, etc) and contains
records corresponding to concepts. Each record
contains at least one term, and often competing
terms (synonyms) denoting that concept, possibly
in more than one language. Examples of records

Figure 1: Degree of polysemy in Wordnet and Ter-
mium per term length

for the term cluster, as found in the Grand Dictio-
nnaire Terminologique (GDT)1 are shown in Ta-
ble 1.

There might be a misconception that special-
ized language is less ambiguous, and would then
not provide a proper challenge for word-sense dis-
ambiguation. A study by Barrière (2007), shows
the contrary, as Wordnet and Termium2 (the actual
resource used in this experiment) were compared
along different criteria. One criteria of comparison
was coverage, and another one, more of our inter-
est in this research, is the degree of polysemy in
relation to word specificity. Word specificity was
approximated by ”hit counts”, as found in a very
large corpora (Waterloo Terabyte Corpus, used by
Terra and Clarke (2003)), with words occurring
from 1 to millions of times. Figure 1 shows their
results. We see how for common words (hit counts
in the log10(freq) > 3), the degree of polysemy
in the term bank is even larger than in WordNet.

In our study, we wished to further character-
ize this degree of polysemy in terminological re-
sources. We used a small set of 164 terms from the
current experiment (presented in Section 4.1), and
looked at the number of senses in two term banks:
Termium and GDT. Figure 2 shows that special-
ized terms, especially short ones (1 to 3 words)
can have many senses (records) and span many
domains. This trend generally diminishes as the
term length increases.

1The GDT can only be accessed via a web interface at
http://www.granddictionnaire.com .

2Termium term bank can be accessed online at
http://www.btb.termiumplus.gc.ca or downloaded at
http://open.canada.ca/data/en/dataset/94fc74d6-9b9a-
4c2e-9c6c-45a5092453aa
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Domain Terms

nanotechnology
atomic aggregate, cluster, aggregate, atom aggregate, atom cluster, atomic cluster
molecular aggregate, cluster, aggregate, molecule aggregate, molecule cluster
nanoaggregate, cluster, aggregate, nanocluster, nanometer-size cluster, nanoscale aggregate,
nanoscale cluster

seafood crab section, section, crab cluster, cluster
software cluster, document cluster
mining vein system, vein set, cluster of veins, mining cluster, cluster
internet service cluster, cluster of service, cluster

nanotechnology

scanning tunneling electron microscope, microscope, scanning tunneling microscope, STM
atomic force microscope, microscope, AFM, SFM, scanning force microscope
magnetic force microscope, microscope, MFM, SMM, scanning magnetic microscope
scanning probe microscope, microscope, SPM, scanned-probe microscope

Table 1: Different records for ”‘cluster”’ and ”‘microscope”’.

Figure 2: Degree of polysemy in Termium and GDT
per term length

4 Experiment - Terminometrics in
nanotechnology domain

Our current terminometrics study focuses on term
usage in the nanotechnology domain within Cana-
dian French. This domain, within the GDT term
bank, contains 1,035 records (concepts)3, each
with its competing terms. This set of terms is
what we call our nanotechnology term base cov-
ering ”‘the science of working with atoms and
molecules to build devices that are extremely
small”’ (Merriam-Webster dictionary).

To study the competing terms for the nanotech-
nology concepts, a corpus was built using doc-
uments from corporative, educational, news me-
dias and government websites. These documents
were retrieved first by selecting most of the orga-
nizations originating from the province of Québec,
Canada, and whose core activities dealt with nan-
otechnology. This list was then vetted by an ex-
pert. Next, the websites of these organizations

3As the GDT expands everyday, this number might not
represent its current status.

were downloaded. After such process, the corpus
might still be noisy, but it does contain a majority
of nanotechnology-related documents.

All terms in the nanotechnology term base are
searched for in the corpus. For each of their oc-
currences, a window spanning 90 characters each
side of the term is extracted. This text span be-
comes a contextualized instance to be annotated.
Table 2 shows examples of these instances.

4.1 Human annotation process

For our current annotation experiment, a total of
164 terms taken from 29 records (among the 1,035
mentioned earlier) were selected along with the
complete set of instances found in the nanotech-
nology corpus. Each term occurred between 75 to
2100 times in the corpus for a total of 17,227 in-
stances for the whole term sample. This dataset
was divided into two parts distributed between 2
PhD students in terminology. As shown in Ta-
ble 2, annotators were presented text sample with
a targeted term and were asked to indicate ”yes” if
the term was used in the correct nanotechnology
sense and ”no” otherwise. Prior to the annotation
effort, the dataset was sorted by terms, as this was
considered easier to annotate compared to an an-
notation by document order, which would ask the
annotator to constantly switch between term def-
initions. They took a total of 82 hours (41 hours
each) to annotate all the instances of the selected
dataset. Each text sample was composed of the 90
characters prior to a term occurrence, the term oc-
currence as is, and another 90 characters following
the term occurrence. The 90 characters window
was adjusted to avoid word truncation.

The annotators were also asked to indicate the
difficulty level of the provided answer: standard,
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Annotation Instance
Yes ... une technologie d’intégration par laquelle plusieurs nanostructures sont intégrées sur un même substrat. L’interface

entre les dispositifs et d’autres systèmes (oxyde, verre) sera aussi étudiée. (... an integration technology for which many
nanostructures are integrated on a substrate. The interface between the components in other systems (oxyde, glass)
will also be studied.)

Yes ... dollars à Bromont dans une petite usine qui allait employer 200 personnes pour la production de substrats, que le
dictionnaire définit comme un matériau sur lequel sont réalisés les éléments d’un ... (...dollars at Bromont in a small
factory which was going to employ 200 people for the production of substrates, which dictionary define as a material on
which are realized elements of...)

No ... et valoriser les boues de station d’épuration. L’investigation des possibilités d’acquérir ces substrats requiert
l’inventaire des industries de la région, les quantités et les caractéristiques des ... (... and valorize the epuration
station’s muds. Investigating the possibility of acquiring these substrates requires to inventoriate the region’s
industries, the quantity and features of ...)

Yes ... MNT Définition : Fabrication mécanique et contrôlée de structures moléculaires, par une approche ascendante qui
consiste à les assembler, étape par étape, molécule par molécule, en se servant d’appareil ... (... MNT Definition :
Mechanical and controled fabrication of molecular structures by a bottom-up approach which consist of assembling, step
(by step, molecule by molecule, by using tool ...

No ... Quand il est possible de le faire, l’analyse de la demande d’énergie est fondée sur une approche ascendante agrégeant
les demandes par usage, par secteur d’activités économiques, par région et par ... ( When it is possible to do it, the energy
request analysis is founded on a bottom-up approach aggregating the requests by use, by economic activity sector, by
regions and by ...)

No ... que beaucoup de problèmes rencontrés en pratique ne sont pas adressés par ces processus. L’approche ascendante de
l’amélioration du processus consiste donc, selon ces mêmes auteurs, à implanter une équipe ... (... that many issues
encountered in practice are not adressed by these processes. The bottom-up approach of process improvement consist of,
for these same authors, implanting a team ...)

Table 2: Instances for the terms substrat (substrate) and approche ascendante (bottom-up approach)

hard, hardest. Results showed that 626 instances
(3.6%) needed a little more analysis while 222 in-
stances (1.3%) were much harder to annotate with
only the presented context. All the other instances
were judged of standard difficulty meaning that
the textual contexts of the term occurrences were
sufficient for the disambiguation task. In antici-
pation of an automatic disambiguation algorithm
which would only have access to the immediate
context of the term, this confirmed that for most
cases, it should be possible to disambiguate with a
±90 characters window4.

4.2 Observations and results on polysemy

Analysis of the annotated instances reveals that
84.31% (14,524) of them occur in the correct nan-
otechnology sense of the term, and the remain-
ing 15.69% (2,703 instances) are used with other
meanings. To measure the overall polysemy in our
dataset, we use the notion of entropy. Entropy is
defined as a summation of all possible event prob-
abilities multiplied by the log of their probability.
In our current experiment, there are only two pos-
sible events, first the occurrence of a term in a cor-
rect sense, let us call that x, and second, the oc-

4This claim disregards the fact that humans certainly have
much apriori knowledge which they use during the disam-
biguation task. Nevertheless, trigger of this apriori knowl-
edge would still come from the limited context window.

currence of a term in a different sense. If P (x) is
the probability of the correct sense, then 1−P (x)
is the probability of another sense. Then, we have
the entropy, shown in Equation 1, as a sum over
two possible events.

E(x) = Pxlog2Px + (1− Px)log2(1− Px) (1)

The resulting function is at its maximum, a
value of 1, with a probability of 50% and is equal
to 0 with probabilities of either 0% or 100%. In
our case, x is the rate of occurrence of an antic-
ipated term sense in a corpus. A term with an
entropy of 0 would mean it is not ambiguous, ei-
ther all or none of the term’s instances use the cor-
rect sense, and a term with an entropy of 1 would
mean 50% of its instances are used in the correct
sense, the remaining 50% of the instances using
other meanings.

For example, the term STM (acronym of scan-
ning tunnelling microscope) counts as a single-
word term occurring a total of 341 times. Among
those, 104 instances (104/341=0.30499) have the
nanotechnology sense, which gives an entropy of
0.8873 as shown in Equation 2. This is a relatively
high entropy level as it nears the 50% maximum.
If the case would have been less ambiguous, for
example 5 out of 341 instances, the entropy would
have been 0.1103.
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Figure 3: Average entropy per length on gold corpus

E(STM) = 0.30499⇥ log2(0.30499)+

(1− 0.30499)⇥ log2(1− 0.30499)

= 0.8873

(2)

The bottom dashed line (Figure 3) shows the av-
erage entropy over all terms having a particular
word count. The top full line shows the average
entropy for the 5 terms with the highest enthropy
(and thus the highest degree of ambiguity) of each
length, emphasizing how a few terms account for
much of the corpus polysemous instances. Ex-
amples of these very polysemous terms are tun-
nelling, substrat, or top-down.

These corpus results, showing an overall ten-
dency for entropy to decrease with term length, are
in line with our previous results presented in Fig-
ure 2 relating term length to the polysemy level
within term banks. Nevertheless, these corpus re-
sults also show that the in-domain sense is much
more likely than all other senses. This leads us
to think that we should take advantage of the par-
ticularity of our task in selecting the annotation
dataset, as we further describe in the next section.

5 Active learning for term sense
annotation

The strong in-domain sense bias results shown in
the previous section, indicate that random sam-
pling, suggested by the terminometrics methodol-
ogy, could lead to collecting a biased sample and
provide a distorted analysis. Traditional machine
learning algorithms trained on these unbalanced
samples would suffer the same bias, as less infor-
mation would be available to classify the minority
class. This type of algorithm would likely produce

Figure 4: High level view of the active learning pro-
cess.

a prediction model which would only target the
majority class, overlooking instances potentially
useful for terminometrics experts.

To sidestep this risk, we lean toward a learning
approach called active learning which defines an
iterative annotation process in order to reduce the
risk of producing a biased prediction model. As
shown in Figure 4, this four-step process implies
the interaction with an oracle, typically a human
annotator who needs to be familiar with the do-
main’s terminology and concepts being studied.

The active learning process starts with a set of
unlabelled data (UD) containing, in the current
context, individual occurrences of a term in a cor-
pus, described by a group of features (e.g. a bag-
of-word made of its co-occurring words in con-
text). At this point, the labeled dataset (LD) is
empty and there is no prediction model available.
The active learning algorithm starts by selecting a
group of instances, called the seed S, from UD.
For each instance of S, the oracle is queried to
specify a label, and the labeled example is then
stored in LD. The oracle annotates the instance
using one value of a predefined class label set,
in this case {yes, no}, yes meaning the instance
is used in the targeted sense, no if another other
sense is used. When all instances in S are labeled,
the active learning algorithm uses them to create a
prediction model. It is important to note that there
is no ideal size for the seed, but it should be suf-

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

93



ficient to enable the algorithm to train a relevant
prediction model.

Once a prediction model is available, the pro-
cess takes place in the same order, but with a vari-
ant. Instead of a seed, the algorithm superficially
applies the prediction model to instances in UD
(without labeling them or changing them to the
labeled set) and pick an instance for which the
model does not provide a sufficient level of con-
fidence for its classification. It then submits this
instance to the oracle who applies a label. Then,
the newly labeled example is added to LD. The
prediction model is then retrained and the process
continues until the algorithm reaches an overall
level of confidence for all instances in UD.

When this stopping criteria is reached, the ac-
tive learning process is complete and the predic-
tion model can be used to annotate the remain-
ing instances in UD, if needed, or another simi-
lar dataset. Again, the level of confidence used as
the stopping criteria must be empirically defined,
as there is no ideal value. Of course, a higher
confidence level might increase the annotation ef-
fort needed to produce the final prediction model,
while a lower value might produce a less effec-
tive prediction model using fewer instances. Fine-
tuning the confidence level helps to reduce the risk
of training a biased prediction model on a predom-
inant class in a dataset.

In our current implementation of active learn-
ing, we select a seed of 20 instances with ran-
dom sampling which is then processed with Ran-
domForest (Tin Kam Ho, 1995) as the prediction
model. The oracle is then asked to annotate other
blocks of 20 instances until the algorithm reaches
its parametered confidence level. If this level is not
reached after a total of 200 instances (including
the seed), a final prediction model is trained and
applied on UD in order to limit the effort to anno-
tate each expression. The features for the classifi-
cation process are extracted from the 90 characters
window, which was judged as sufficient during the
experiments (Section 4.1).

At this stage in our research, the current im-
plementation provides a baseline on which we
can later improve using different alternative mod-
els presented in the literature. Certainly, other
research in word sense disambiguation has ex-
plored the empirical behaviour of active learning
(e.g. (Chen et al., 2006)). Specific issues associ-

ated with active learning range from feature selec-
tion for particular disambiguation tasks (Palmer
and Chen, 2005), model adaptation when chang-
ing domain between the training and application
of the model (Chan and Ng, 2007), class imbal-
ance problem (Zhu and Hovy, 2007) or deciding
when the prediction algorithm stops asking for ad-
ditional annotation (Zhu et al., 2008).

6 Terminometrics active-learning
platform

We developed an annotation platform, shown in
Figure 5, to facilitate terminometrics studies with
an active learning component for term disam-
biguation. The platform implements the inter-
active active learning process described above to
control and optimize the active learning between
the prediction module and the human annotator.
The platform will also enable future experiments
within the field of terminometrics in which both
the active learning algorithms and the human in-
teraction can be further explored.

The user of this platform (typically the oracle in
the active learning process) can create a corpus of
documents, use this corpus to create an annotation
project by defining a set of concepts, related terms
and variations (plural, gender) and participate in
the active learning process. At the end of the ac-
tive learning process, the platform annotates the
remaining instances in UD (see Figure 4) in or-
der to estimate the distribution of occurrences of
competing terms of a concept. This is used for the
terminometrics analysis.

Aside from the {yes, no} classification, the in-
terface offers two other choices; undecided and re-
ject. The first choice allows the user to skip an in-
stance and go to the next, while being able to later
return to provide an answer. This could happen
when the user wishes to see a larger context to per-
form the disambiguation. In fact, to help this pro-
cess, the platform also provides an option to view
an instance within its original document. The sec-
ond choice, reject, removes the instance entirely
from the unlabeled and labeled datasets. This is
used typically when the user considers that the in-
stance should not be used for the terminometrics
final analysis.

In order to further reduce the annotation effort
needed to perform a terminometrics study, other
features, unrelated to active learning, were added
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Figure 5: Annotation interface for terminometrics.

to the platform. The first is a language-based doc-
ument filter which can be applied during the cor-
pus creation to try to remove documents which are
not suited for the targeted analysis. Each docu-
ment is analysed with a language detection algo-
rithm to extract a confidence level associated with
its deduced language. It then enables the user to
keep only the documents which are above a spe-
cific threshold and exclude the remaining from the
corpus to be annotated. Of course, documents
with no text, such as files containing only images,
are also removed.

Another effort reduction feature is the duplicate
context detection which takes place at the creation

of an annotation project. The source issue is that
a sentence or a whole paragraph (or sometimes
complete documents) can be found in several lo-
cations within a corpus created from web sites.
While each occurrence of a term (or its variations)
is stored and kept for an accurate assessment of its
rate of occurrence in a corpus, only unique con-
texts (the term occurrence and a ±90 characters
window) are used for the active learning process.
For example, if the first context of ”‘substrat”’
shown in Table 2 was found with the same prior
and post context in five documents in a corpus, the
oracle would be asked at most once to annotate
this instance (if it is selected for annotation by the
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algorithm), but it would count as five occurrences
in the terminometrics analysis.

The platform also facilitates the management
of terminometrics studies by providing many fea-
tures: an integrated storage and search capabil-
ity on domain-specific corpora, a user interface
specifically designed to facilitate annotation by
providing in-context display of a term to validate,
an access to a term list with the possibility for ad-
dition and removal of terms, and so on. This is an
improvement over the traditional manual handling
of documents and term lists, instances generation
and annotation, traditionally done with folders and
spreadsheets. While the upper limits of the plat-
form have not been tested explicitly, the current
experiment was done with a term list of 1,036 en-
tries on a corpus of over 220,000 documents. As
far as the sizes of the corpora and vocabulary are
concerned, the platform is mainly limited by the
speed and capacity of the computer that runs it.

7 Conclusion and future work

In this article, we introduced term sense disam-
biguation, a close cousin to word sense disam-
biguation, but much less studied within the NLP
community. We showed how terms, especially
single-word terms, are polysemous, both in term
banks and in specialized corpus.

We presented the idea of using active learning
within our terminometrics application, in which
the in-domain sense bias is quite strong. So far,
we have implemented a simple active learning
algorithm, and will move toward more complex
ones in the near future. The annotation platform,
ready for experimentation, will allow terminolo-
gists to further complete, in less time, the anno-
tation process of the nanotechnology domain and
other domains. This will provide test data, on
which we can measure the different gains in terms
of time and accuracy of our current and future ac-
tive learning approaches.

Furthermore, we plan to push further our explo-
ration of term disambiguation. In fact, although
lexicographic and terminological resources are or-
ganized differently, the distinction between terms
and words is not always that ”clear-cut”. Many
single-word terms exist also as common words.
Some specialized terms also migrate from specific
domains to the general language (Meyer, 2000)
when a specialized domain becomes more part of

the day-to-day life of people (e.g. computer do-
main). We believe there is much room to further
study term polysemy in term banks, in specialized
corpus and also in more general corpus where both
specialized and common senses might be present.

One of the envisioned experiments is to anno-
tate semi-automatically a whole corpus to be able
to compare the current approach to a supervised
learning method. This will enable us to evaluate
the contribution of active learning on the raw per-
formance of disambiguation and time reduction of
the annotation task. A new dataset related to a do-
main different than nanotechnology will also be
defined for this experiment to avoid evaluating the
approach on the dataset used for development.
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Abstract

In this paper, we propose an automatic con-
trastive analysis of the behavior of verbs,
with regard to the semantic features of their
arguments (subject, direct object, indirect
object), within and across medical subcor-
pora. We compare four medical subcor-
pora with texts whose authors and intended
readership have different levels of expertise.
The semantic annotation of the subcorpora
is based on semantic information provided
by a medical terminology. Our results indi-
cate that the proposed procedures and tools
could be used for the automatic detection of
different ways of expressing medical con-
cepts and conceptual relations, according to
the types of texts.

1 Introduction

Research has shown that despite the growing body
of literature available to patients, communication
between medical practitioners and patients is not
always easy and successful. This situation is to
some extent due to linguistic complexity in med-
ical care texts (Putz (2008)). Indeed, the avail-
ability of medical information does not guarantee
its readability and correct understanding. Stan-
dard medical language contains specific terminol-
ogy and specialised phraseology which is hard to
understand for non-expert users (McCray (2005),
Zeng-Treiler et al. (2007)), and which can there-
fore render the communication difficult (Jucks and
Bromme (2007), Tran et al. (2009)). Research
into this issue has been conducted in sociology
(Kharrazi (2009), Chy et al. (2012)), in Medical
Informatics (Kokkinakis and Toporowska Gronos-
taj (2006), Smith and Wicks (2008)) and in Nat-
ural Language Processing (Zeng-Treiler and Tse
(2006), Chmielik and Grabar (2011)) in order to
identify the specificities of this communication.
As one could expect, these studies suggested the

simplification of the medical doctors’ vocabulary.
Researchers in NLP went further, proposing the
creation of lexicons which relate expert terminol-
ogy with expressions used by lay people (Zeng-
Treiler and Tse (2006), Deléger and Zweigen-
baum (2008), Grabar and Hamon (2014)).

In line with the studies mentioned above, we
are interested in the written communication be-
tween medical experts and non-experts. We pro-
pose a comparative analysis of the distributions
of argument structures (and semantic patterns) in
French medical texts which have been classified
and grouped according to their discursive speci-
ficity (Pearson (1998)) and the respective level of
expertise of the target public. More specifically,
we compare verbal arguments in four types of sub-
corpora, focusing on lexical preference and mak-
ing different hypotheses. We assume that medi-
cal experts use more specific and specialised ver-
bal configurations (frames, co-occurrences, col-
locations (i.e preferred co-occurrences)) in order
to express medical concepts and the relations be-
tween them, while non-experts tend to use less
specific configurations. Also we verify to which
extent the semantic categories of the Snomed ter-
minology allow to distinguish these different con-
figurations. Our study is an extension to a pre-
vious work where we looked at the syntactic and
semantic features of the elements surrounding the
verbs in the expert and forum subcorpora, with-
out taking into consideration the intermediary sub-
corpora and the dependency relationships between
the verbs and their arguments. This work is in-
tended to highlight the relationship between ver-
bal argument structures and the different ways of
expressing specialised concepts in texts written by
people who have different levels of specialised
medical knowledge. In fact, lexical preferences,
collocations, semantic category preferences and
verb frames share the ability to express concepts
and/or relations between concepts.
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2 Studies of argument structures in
corpora

Investigations into the distribution of argument
structures of verbs have helped describe and un-
derstand the relationship between the verbs, the
argument structures they occur in and the seman-
tic classes to which they belong. These studies
have shown the tendency of particular verbs to
select a particular type of arguments, and the at-
traction of certain argument structures for partic-
ular verbs (Gries and Stefanowitsch (2004), Gries
and Stefanowitsch (2010)). Some studies focus-
ing on verb valency patterns and their frequencies
have revealed that verbs show certain preferences
with respect to their valency schemes and alter-
nations (Köhler (2005), Engelberg (2009), Cosma
and Engelberg (2013)). Other researchers have au-
tomatically induced verb classes from data on the
distribution of valency patterns (Schulte im Walde
(2003), Schulte im Walde (2009)).

Quantitative data on argument structures are
also used for the construction of lexical classes,
or to build a lexical organisation which predicts
much of the behaviour of a new word by associat-
ing it with an appropriate class. As far as English
is concerned, several studies were conducted for
the acquisition of subcategorisation information
from raw corpora (Briscoe and Carroll (1997);
Preiss et al. (2007)). Some of these studies like
Korhonen and Briscoe (2004) use subcategorisa-
tion frames for the extension of lexical-semantic
classifications. Others use them as main fea-
tures for the classification of verbs in specialised
texts from the biomedical domain (Korhonen et
al. (2008)). Only recently, French has become
the target of such research. Chesley and Salmon-
Alt (2006) carried out an exploratory study of 104
common verbs that allowed them to identify 27
subcategorisation schemes. More recently, Mes-
siant et al. (2010) have implemented a method to
automatically acquire a syntactic lexicon of sub-
categorisation frames for French verbs from large
corpora.

It has been shown that the neighborhood of a
verb can be different according to the type of text
in which the verb appears (Helbig (1985), Wandji
Tchami et al. (2013), Wandji Tchami and Grabar
(2014)). Roland and Jurafsky (1998) analyse how
the frequency of verb subcatgorisation schemes is
affected by corpus choice. This study has revealed

that verb senses are closely related to types of dis-
course, in such a way that both determine the fre-
quency of the different subcatgorisation schemes
of the verbs in the corpora.

Although they all look at verbal argument struc-
tures within different types of texts, none of the
above-mentioned studies proposes the kind of ap-
proach we are trying to develop. We propose
a study of subcategorisation schemes in medical
corpora that are differentiated according to their
levels of specialization, and we use a medical ter-
minology for the semantic annotation of the texts,
to detect selectional restrictions and lexical prefer-
ences.

3 Material

The study is based on two types of material: cor-
pora distinguished by the levels of expertise of
their authors and intended readers (section 3.1)
and a semantic resource (section 3.2), used for the
semantic annotation of the corpora.

3.1 Corpora
The corpus is made up of a set of four medical
subcorpora of written French, which are distin-
guished by their discursive specificities (Pearson,
1998) and the respective levels of expertise of their
readership. The first three subcorpora come from
the portal CISMeF1, which indexes medical texts
according to three different categories: texts for
medical experts, texts for medical students, texts
for patients or non-experts. The fourth subcorpus
is made of texts written by non-experts. It con-
tains discussions between patients and/or persons
participating in a forum called Doctissimo, Hyper-
tension, Problèmes Cardiaques (Doctissimo, Hy-
pertension, heart problems)2.

Corpus Size Verb occ. pron. occ. description
C1 / expert 1,285,665 52529 1349 scientific publications

and reports
C2 / student 384,381 22092 920 didactic supports

created for students
C3 / patient 253,968 19421 1176 documentation

and brochures
C4 / forum 1,588,697 184843 8261 forum messages

from participants

Table 1: Size of the subcorpora used

Table 1 indicates the size of the four subcorpora
(number of tokens) and the number of verbal oc-

1http://www.cismef.org/
2http://forum.doctissimo.fr/sante/hypertension-

problemes-cardiaques/liste sujet-1.htm
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currences per subcorpus; the rightmost column in-
dicates how many verbal occurrences per subcor-
pus have pronominal arguments (which will not
be resolved and thus not counted in this study).
As can be seen, the expert and forum corpora are
almost equal in size, while the student and the lay
persons’ corpora are much smaller, but also simi-
lar in size. We make the assumption that the au-
thors of the four subcorpora represent actors of the
medical domain, who have different levels of ex-
pertise as far as the use of specialised medical lan-
guage is concerned.

3.2 Semantic resource

We use the Snomed International Terminology
(Côté (1996)) which groups medical terms into
eleven semantic categories, of which nine are con-
sidered in this study3. This terminology was cho-
sen because it is one of the largest medical termi-
nologies available for French.

T : Topography or anatomical locations (e.g., coeur
(heart), cardiaque (cardiac), digestif (digestive),
vaisseau (vessel));

S: Social status (e.g., mari (husband), soeur (sister),
mère (mother), ancien fumeur (former smoker),
donneur (donor));

P: Procedures (e.g., césarienne (caesarean), trans-
ducteur ultrasons (ultrasound transducer), télé-
expertise (tele-expertise));

L: Living organisms, such as bacteries and
viruses (e.g., Bacillus, Enterobacter, Klebsiella,
Salmonella); plants (e.g., fougère (fern), pomme
de terre (potato)), but also animals (e.g., singe
(monkey), chien dalmatien (dalmatian dog));

J : Professional occupations (e.g., équipe de SAMU
(ambulance team), anesthésiste (anesthesiologist),
assureur (insurer), magasinier (storekeeper));

F : Functions and dysfunctions of the organ-
ism (e.g., pression artérielle (arterial pres-
sure), métabolique (metabolic), protéinurie (pro-
teinuria), détresse (distress), insuffisance (defi-
ciency));

D: Disorders and pathologies (e.g., obésité (obe-
sity), hypertension artérielle (arterial hyperten-
sion), cancer (cancer), maladie (disease));

3The two semantic classes containing modifiers are not
taken into consideration in this study.

C: Chemical products (e.g., médicament (medi-
cation), sodium, héparine (heparin), bleu de
méthylène (methylene blue));

A: Physical agents and artefacts (e.g., cathéter
(catheter), prothèse (prosthesis), tube (tube)).

In our approach, the semantic categories of the
Snomed International terminology are considered
as ontological categories used for the characterisa-
tion of the verbal arguments. The used version of
Snomed contains 144 267 entries (mainly French
nouns, noun phrases and adjectives). We used it
for the semantic annotation of our corpus. The
Snomed entries may not necessarily cover all do-
main notions in our texts (Chute et al., 1996). For
this reason, in a previous study, we attempted to
complete the coverage of the terminology in re-
lation with the corpus used (Wandji Tchami and
Grabar (2014)). We computed the plural forms
of Snomed’s single word terms, and we tried to
detect misspellings of the terms by means of the
string edit distance (Levenshtein, 1966). In both
cases, the computed forms inherit the semantic
type of the terms from the Snomed. In this way,
14 035 entries were added to the terminology.

4 Method

The method applied in this study aims at de-
scribing and comparing the argument structures of
verbs in different types of subcorpora, with a par-
ticular focus on selectional restrictions and lexical
preferences. The tools and procedures used allow
us to detect collocations and different ways of ex-
pressing concepts and conceptual relations. In or-
der to achieve our aim, we follow 3 main steps:
the corpus pre-processing and annotation (syntac-
tic and semantic) (section 4.1), the extraction of
verbal argument structures and co-occurrence data
(section 4.2), both performed automatically and
followed by a manual analysis (section 4.3) which
aims at contrasting and interpreting the automati-
cally extracted data.

4.1 Corpus pre-processing and annotation

The subcorpora have all been downloaded from
the above-mentioned online sources, converted
into plain text and recoded in UTF-8 format. The
syntactic analysis of sentences is performed with
the Cordial dependency parser (Dominique et al.,
2009). Its output contains sentences in a tabulated
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format similar to the CONLL format (Buchholz
and Marsi, 2006). In this format, a sentence con-
sists of one or more tokens, each one annotated
with thirteen fields, separated by a tab character.
Among these fields, the syntactic function and the
pivot verb are the main information that allow us
to extract the verbs and their arguments.

The syntactically annotated sentences are then
processed with Perl programs that perform the se-
mantic annotation by projecting the resource de-
scribed in Section 3.2 onto the lemmatised sen-
tences. The categories of the terminology add
semantic information to the syntactic patterns of
verbs. Hence, at the end of this stage, each
verb argument appearing in the terminology is la-
beled with a semantic category, in addition to its
syntactic function; such pair constitutes what we
call a specialised configuration or frame while a
pair whose argument has no Snomed categories is
considered as a non specialised configuration or
frame.

4.2 Extraction of verbal argument structures
and of verb+noun co-occurrence

The sets of sentences annotated at the pre-
vious step are processed with Perl programs
that extract argument structures involving the
Snomed categories of terms, when provided by
Snomed, as in Table 2 (V+Su/Scat+DO/Scat,
V+Su/Scat+DO/Scat+IO/Scat) and pairs of
V+Su/Scat, V+DO/Scat and V+IO/Scat4.

For each verb, the most frequent cooccurring
objects are automatically extracted and their corre-
sponding frequencies are computed from all sub-
corpora. Indeed, in 5.1 and 5.2, we focus partic-
ularly on direct objects, except with the verb ex-
poser for which we have considered the subject
(patientS+exposer) and the indirect object (ex-
poser un risque) (Table 2).

For a given verb A, after extracting its most fre-
quent objects from the corpora, we automatically
extract further verbs that frequently combine with
A’s objects, most particularly those which are se-
mantically close to A, and we compute the fre-
quency of all verb+Object pairs (see Tables 3 and
4). These data function as indicators of the phe-
nomena observed on the medical language of ex-
perts and non experts. Indeed, this experiment

4V=verb, Su=sujet, DO, direct Object, IO=indirect Object
Scat=Snomed category

helps to identify semantic groups of verbs express-
ing similar concepts and conceptual relations be-
tween the verb arguments.

After processing all the verbs found in the
different subcorpora, 11 verbs were selected for
a more detailed case study : augmenter (add),
évaluer (evaluate), exposer (expose), subir (un-
dergo), prescrire (prescribe), provoquer (provoke),
accompagner (accompany), suivre (follow), causer
(cause), baisser (lower), and entraı̂ner (lead to).
These verbs were selected according to two main
criteria:

• Frequency: the verbs should have at least 20
occurrences each, in at least two of the subcor-
pora;

• Types of verbs: we tried to choose not only
verbs that intuitively tend to have specialised
usages in specialised domain texts, but also gen-
eral language verbs like accompagner, baisser,
suivre etc.; The tendency to co-occur frequently
with particular terms was also taken into con-
sideration, since we focus on lexical preference
and collocation.

4.3 Comparative analysis of verbal behaviors
The comparative analysis is done manually and
aims at highlighting the differences and similar-
ities of the subcorpora with regard to selectional
restrictions and lexical preferences. We compare
the frequency of verbal configurations (pairs of
verb+argument or frames) across the subcorpora.
This analysis addresses different aspects : the ar-
guments (terms) cooccurring with verbs, the verbs
cooccurring with those arguments, the different
frames verbs frequently appear in, and argument
structures expressing similar conceptual relations.
The results are discussed in Section 5.1.

5 Results and Discussion

5.1 Terms cooccurring with verbs
The data provided in Table 2 lead to several ob-
servations. Some verbs frequently select terms
from a particular Snomed category, mostly spe-
cific terms, in a particular subcorpus, while in
the other subcorpora this co-occurrence never hap-
pens or only happens scarcely. This phenomenon
is particularly striking with verbs like prescire and
subir. In the forum and sometimes in the lay
subcorpus, these verbs frequently combine with
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Verbs Nominal cooccurrents
Arguments exp stu lay for

prescrire traitementP 3 0 0 7
examenP 0 0 2 7

médicamentC 0 0 7 26
subir ablationP 0 0 0 39

interventionP 6 0 1 30
AVCD 0 0 2 12

augmenter tensionF 0 0 7 14
risque/risque deF 26 8 5 7

baisser tensionF 0 0 4 18
exposer à+risqueF 14 8 0 3

patientS 23 5 1 0
suivre apparition de symptômesF 5 0 0 0

patientS 6 0 0 0
régimeF 1 0 0 5

conseil 0 0 4 10
traitementP 2 2 1 13

évaluer patientS 7 0 0 0
indication 6 0 0 0
risqueF 9 2 0 1

Table 2: Most frequent verb/arg pairs: capital let-
ter=the Snomed category, no capital letter=no category
provided

terms belonging to category P (procedures); more
specifically, prescrire seems to have an attraction
for the terms traitement and examen, while subir
has a strong attraction for intervention and abla-
tion (which refers to a type of medical intervention
(hyponym)). Prescrire also combines frequently
with names of chemical products (C) and shows
a particular attraction for the term médicament,
while subir prefers terms referring to disorders
and diseases (D), and more precisely the term
AVC (stroke). These are preferred co-occurrences
which are therefore seen as collocations.

Such collocations may involve polysemous
verbs and their different readings. For exam-
ple, in the expert subcorpus (and sometimes in
the student subcorpus), évaluer and suivre tend
to appear frequently with terms referring to func-
tions of the organism (F ) or to Social status (S).
Évaluer seems to be attracted by risque, indication
and patient. Évaluer+F means to mesure, deter-
mine, calculate, gauge, quantify, while évaluer+S
means to examine.

The differences in verb/arg pair frequencies can
lead to different interpretations. First of all, when
the frequency difference is very important from
the forum subcorpus to the expert subcorpus, this
may signal some specificities of the laypersons’
language. Indeed, while health care specialists
share foundational domain knowledge based on
formal education and professional experience, the
patients’ or non experts’ medical language is char-
acterised by the use of common expressions and
collocations, sometimes involving technical medi-
cal terms (prescrire un médicament, subir une ab-

lation, subir un AVC, suivre un régime) borrowed
from the medical experts’ language. According to
researchers in Consumer Health Literature, such
mixed phraseology is the result of social and cul-
tural influence on language and they are acquired
from formal and informal sources such as the in-
ternet (Zeng-Treiler et al. (2006), Zeng-Treiler and
Tse (2006)). The frequent use of these expressions
makes them progressively become part of every-
day language. This could be a plausible explana-
tion for the high frequency of expressions like pre-
scrire un médicament, subir une ablation or subir
un AVC, in the forum texts.

Secondly, looking at the results from the expert
subcorpus to the forum subcorpus, we notice that
sometimes the frequency difference is not very im-
portant. The explanation given above could once
more apply here. Indeed, medical technical terms
are quite often used by non-experts to describe
medical concepts. On the other hand, when a
verbal combination involving a particular Snomed
category is very frequent in the expert subcorpus
like exposer + name of a medication (votre pa-
tiente est exposée au ramipril), évaluer + function
(évaluer un risque) while the verb is totally ab-
sent or very rare in the other subcorpora, we might
deal with a highly specialised (expert) or expert
language-specific usage of the verb.

5.2 Lexical preferences of the arguments for
verbs

The results of Section 5.1 give an account of the
lexical preferences of the verbs within and across
the subcorpora. In this section, we investigate the
lexical preferences of nominals in the expert and
forum subcorpora. Tables 3 and 4 give the results
of this experiment. These data were obtained as
described in Section 4.2. The blue color repre-
sents the processed verb, the entries in the col-
umn Arguments are the most frequent arguments
of the processed verb, and the red color represents
a semantic group of verbs frequently combining
with the corresponding argument in the given cor-
pus. The numbers in bracket show the frequency
of each pair verb+arg.

Depending on the corpus, certain terms fre-
quently combine with particular verbs, in order
to express a particular concept. For instance, as
we can see in Table 2, the terms médicament and
traitement are prescrire’s favourite cooccurrents
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Arguments Verbal cooccurrents
Expert Forum

médicament indiquer(3), recommander(2)
proposer(2)

traitement proposer(8), envisager(7) prescrire
recommander(3), imposer(3)

examen imposer(1), proposer(1)
recommander(1), autoriser(1)

intervention -
ablation faire(1) subir
AVC prsenter(4), faire(2), avoir(2)
tension - baisser
régime -
conseil considrer(1) suivre
traitement recevoir(12), bénéficier(6)

faire(6), poursuivre(3),
tension - augmenter

Table 3: Lexical preferences of arguments in the expert
subcorpus.

Arguments Verbal cooccurrents
Forum Expert

patient traiter(1), voir(1)
apparition de - suivre
symptome expliquer (5)
risque mesurer(1), juger(1), exposer(23)
patient - évaluer
indication apprécier(1)
risque accroı̂tre(3), multiplier(2) augmenter

élever(1),

Table 4: Lexical preferences of arguments in the forum
subcorpora.

in the forum and sometimes in the lay subcorpus,
while in the expert subcorpus, the terms frequently
co-occur with the verbs indiquer, recommander,
proposer, and envisager, recommander, proposer,
imposer, respectively.

1) Ces médicaments ne sont plus recommandés
en première intention dans le traitement de
l’hypertension (These drugs are no longer recom-
mended as first-line in the treatment of hyperten-
sion)

Although the two groups of verbs combine with
the same terms, in the professionnal language,
these verbs are not semantically equivalent, they
correspond to different levels of evidence. In-
deed, they are used by medical experts to express
the relevance of prescribing a given drug or treat-
ment for a given disease. In contrast, patients just
know about the drug or treatment they have been
prescribed for their disease but do not necessar-
ily know about these distinctions. These examples
highlight a very relevant difference in the way ex-
perts and non-experts use verbal configurations :
the first choose very specific and technical config-
urations while the others use more general ones.

In the expert subcorpus, several sentences are
in the passive voice with an omitted agent, as in
Example 1. This applies to some of the above-

mentioned verbs and is quite reccurrent with other
verbs.

The lexical choice difference within subcorpora
does not only concern terms. Verbs also select
particular terms to combine with, depending on
the subcorpora. For example, in the forum sub-
corpus, the verb suivre frequently co-occurs with
the term conseil, while in the expert subcorpus,
the term conseil does not combine with this verb.
Instead, suivre combines with indication. The lat-
ter and mainly the term recommandation, which
are semantically close to conseil, are very fre-
quent in the expert subcorpus. They appear in
positions where conseil could appear. For exam-
ple, recommandation is combined with verbs like
proposer (4), appliquer (4), actualiser (8), publier
(4), élaborer (2) and faire (3). This seems to show
that the experts prefer to talk about recommanda-
tions and indications which have specific and tech-
nical meanings, while laypersons are more famil-
iar with the term conseil which is a common word.

Another observation was made based on the
experiment carried out. In the forum subcorpus
baisser and augmenter frequently co-occur with
the term tension (augmenter la tension (increase
blood pressure), baisser la tension (reduce blood
pressure) (see Table 2)), expressing different states
of the blood pressure. In the expert subcorpus,
none of these collocations were found. In ad-
dition, among the verbs combining with tension
in the expert subcorpus, none is semantically re-
lated to the two verbs. However, we have no-
ticed the presence of verb based nominalisations,
constructions requiring support verbs or relational
adjectives, which are synonymous with the two
above-mentioned collocations : élévation tension-
nelle (4), and hausse de tension (1) correspond
to augmenter la tension, while réduction tension-
nelle (2), abaissement tensionnel (2) and baisse de
tension (4) have the same meaning as baisser la
tension.

This phenomenon is consistent with the results
obtained in a previous study (Wandji Tchami and
Grabar (2014)) and with Condamines and Bouri-
gault (1999)’s findings which confirmed the fact
that nominal entities tend to be more frequent in
expert texts than in non-expert texts. The above
data demonstrate that the difference between the
expert and forum texts does not lie in verbs alone,
but mostly in the different types of constructions
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the verbs are involved in (support verb, para-
phrase, verb-based nominalisation, etc.).

5.3 Verbal frames and conceptual relations
Table 5 shows frames which represent different
ways of expressing the cause-effect conceptual re-
lation. The data were extracted from the subcor-
pora, through the analysis of frames of accompag-
ner, causer, provoquer, and entraı̂ner which are
causative verbs. We are aware of the fact that
some of the numbers presented in this table are
not high enough to draw conclusions. However,
we found it important to report them because they
might highlight phenomena that could be further
analysed in future work, with more data.

verbs accompagner causer provoquer entraı̂ner
frames pro for pro for pro for pro for
C s D do 1 0 2 1 0 11 3 1
C s F do 1 0 0 1 1 5 3 0
D s D io 5 3 0 0 0 0 0 0
C s D do 3 0 3 5 0 10 6 0
D s F do 5 1 1 1 3 8 3 0
F s F do 4 3 4 5 0 32 3 2
F s D do 1 0 1 0 0 12 5 1
F s P do 0 2 1 0 3 0 2 1
P s F io 5 0 0 0 0 0 0 0
P s D do 2 0 0 0 2 2 4 7
P s F do 0 0 0 0 1 0 5 0
P s P do 0 1 0 1 0 0 5 0
F s F io 6 3 0 0 0 1 0 0

Table 5: Frames: s=subject, do=direct object,
io=indirect object; capital letters=Snomed semantic
categories.

Many frames were identified, Table 5 shows
the most frequent ones which are : F D, P F ,
F F , P D, D F , F P , F D, P P , C D, D D.
These frames are all found in the four subcorpora
but they tend to choose specific verbs depending
on the subcorpus. The difference mostly lies on
the lexical level with the choice of verbs. In the
above-mentioned frames, the left side semantic
class provokes or entails an effect or consequence
that is expressed by the right side category. Let us
take for example the relation Functions-Functions
(F F ), where a function of the organism has an
effect on another function of the organism.

2) Exp: la prise de poidsF s’accompagne d’une
élévation de la pression artérielleF (weight gain
is followed by a rise in blood pressure

F

)

3) For: une diaphorèseF intense accompagne
souvent la douleurF (the pain

F

is often followed
by an intense diaphoresis

F

)

4) For: le stressF provoque des
spasmes vasculairesF (stress

F

causes
vascular spasms

F

)

As we can see from the data provided in Table 5,
in the expert subcorpus, this conceptual relation is
frequently expressed with the verbs accompagner
and entraı̂ner while in the forum texts the verbs
provoquer and causer are the most used. This re-
mark also applies for the other above-mentioned
frames. Collocational differences between expert
and forum verb use also involve differences in va-
lency and syntactic construction. In Example 2,
the verb accompagner is in a pronominal form
with a reflexive pronoun se/s’; this construction is
the most used one in the expert subcorpus, and in
the table, it is represented by the presence of the
indirect object in the frame.

Another tendency observed in the expert sub-
corpus is the frequent use of the passive voice with
a syntactically omitted agent, while in the forum
subcorpus, the active voice is the most used. This
observation was already underlined in Section 5.2
with recommander, indiquer and proposer.

6 Conclusion and Perspectives

In this study, we have proposed a method for the
comparative analysis of verbal argument struc-
tures in medical subcorpora whose authors and in-
tended readership have different levels of exper-
tise, with a focus on lexical preference. The main
difference observed is that medical experts tend
to choose verbal configurations with very specific
and technical meanings which apply to specific
situations, while non-experts use more generic and
common verbal configurations. Lexical choice
differences often come with differences in the syn-
tactic constructions used. Indeed, medical expert
writings are characterized by the frequent use of
a passive form with an omitted agent. The analy-
sis of the two intermediary subcorpora shows that
the expert and student subcorpora are close to each
other while the lay subcorpus is close to the fo-
rum. As far as the method is concerned, the use of
a dependency parser seems to improve the results.
However, a detailed evaluation of the parsing qual-
ity is still to be done. We are also planning to carry
out the analysis exemplified here on more verbs.
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Abstract 

We propose a first termontological analysis 
of temporal parameters and relations applied 
to the case of medical complications in post-
liver transplant management (PLTM). Medi-
cal complications contribute to different de-
grees of morbidity and mortality in the 
process of medical follow-up after transplant 
surgery. Understanding the full ontological 
and conceptual complexity of such complex 
spanning (SPAN) time events time is a cen-
tral issue in drawing an implementable se-
mantic map of the potential causes of early 
and long term complications, their diagnosis 
and the potential effects due to medical treat-
ment. The analysis is usage-based and relies 
on linguistic utterances for complications in 
a concise medical review article. 

1 Intro: medical complications and asso-
ciative relations in termontology 

This paper deals with medical complications and 
their termontological description. Termontology 
(Roche, 2007) combines insights from terminol-
ogy and applied ontology, combining them with a 
linguistic dimension: whereas terminology is ba-
sically interested in complex tree representations 
between terms and their normalized definitions, 
applied ontology models (visual) representations 
of complex concept systems, including semantic 
relations that dynamically connect static entities 
in a terminological database. This paper combines 
both preoccupations, starting from descriptions of 

medical complications, more specifically those 
occurring in post-liver-transplant management 
(PLTM). In the area of liver transplantation, ter-
montology improves understanding of conceptual 
structures based on the lexico-grammatical struc-
tures retrieved from scientific literature about 
complications following transplantation. So far, 
medical complications have not been the subject 
of much analysis in terminological or applied on-
tology. Yet, they represent a rich resource for in-
vestigating cause-effect relations that constitute a 
specific subcase of causal events. In a broader 
sense, a complication is any adverse, undesired 
and unintentional result of disease management. 
More technically, medical complications are iat-
rogenic (i.e. disease-related) subsets of cause-ef-
fect relations and refer to the (negative, adverse) 
morbid consequence of a disease or disorder re-
sulting from unsuccessful disease management. 
Complications, occasionally known as subopti-
mal (negative) outcome, are not to be confused 
with sequelae of previous acute medical condi-
tions and therapies. Negative outcomes can be 
subdivided into failure to cure (pre-existing con-
ditions that remain unchanged after the transplan-
tation procedure), negative sequel and 
complication (Clavien et al., 2006). Complica-
tions differ from the commonly expected sequelae 
resulting from an anterior acute medical condition 
and therapy. Understanding and dealing effi-
ciently with postsurgical medical complications is 
a crucial issue for the improvement of healthcare 
quality, since complications require longer and 
more expensive treatment, and, more importantly, 
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will negatively affect patient prognosis. In ex-
treme cases, they may lead to severe co-morbidity 
and even death.  
Concept relations are a key concept in knowledge 
representation, because they interconnect the dif-
ferent concepts or entities in a given knowledge 
domain. Despite extensive work on concept rela-
tions (e.g. Khoo and Jin-Cheon, 2006), a descrip-
tive, usage-based account of associative relations 
is lacking to date (Sambre and Wermuth, 2010). 
In the termontological approach, the focus has 
been on (static) hierarchical concept relations 
such as type-token and/or meronymic relations.  

Biomedical terminology uses these vertical re-
lations for unique designations of medical con-
cepts and their terminological variants that result 
in a compendium of several controlled vocabular-
ies such as the Unified Medical Language System 
(UMLS) and the controlled thesaurus of Medical 
Subject Headings (MeSH) (Grabar et al., 2012). 
These classifications display conceptual and so-
called static snap shots of medical events. Bio-
medical ontologies, conversely, aim to explore 
snap shot relations against a dynamic background 
of temporal unfolding, which results in so-called 
SPAN (or spanning time) relations. This approach 
reflects the true conditions as medical concepts 
simultaneously express both hierarchical and as-
sociative (i.e. time-based) relations. The dy-
namicity of medical concepts is a phenomenon 
that deserves further study. In this paper, we 
therefore investigate in greater detail dynamic as-
sociative relations, focusing on the temporal un-
derpinnings of causality in medical complications 
in post-liver transplant management (PLTM). The 
rationale is that causes, by definition, precede ef-
fects both from a logical and experiential perspec-
tive. Thus, the medical complications under 
investigation can be assumed to entail both causal 
and time-related relations. Our primary objective 
is to set out temporal parameters to be used in a 
conceptual model and to inventory specific asso-
ciative time elements inherent to the concept of 
medical complication in PLTM.  

2 Time in the conceptual map of medical 
complications 

Time, in our view, is the underlying conceptual 
basis or background against which causality of 
(un)intentional medical events occur, as these 
events are or are not triggered by instrumental ac-
tions performed by medical teams. The following 

example taken from a specialized journal on trans-
plantation in medicine should help to illustrate our 
objective. The example discusses a complication 
in PLTM, i.e. hepatic artery thrombosis (HAT): 
“[…] hepatic artery thrombosis (HAT) is the sec-
ond main cause of liver graft failure. Moreover, 
HAT is the most common vascular complication 
in orthotopic liver transplantation (OLT). It is as-
sociated with a marked increase in morbidity, be-
ing the leading cause of graft loss (53%) and 
mortality (33%) during the immediate postopera-
tive period. […] the consensus definition for early 
HAT was an arterial thrombosis detected during 
the first month after OLT. Late HAT was also de-
fined as the event detected ≥ 1 month after OLT. 
[…] The true incidence of early HAT is unknown, 
but it varies between 0% and 42%. […] improve-
ments in postoperative care have led to a marked 
reduction in its incidence.” (Pareja et al., 2010) 
As can be seen from the example, there is clear 
linguistic evidence of both hierarchical and asso-
ciative relations. The following observations can 
be made: 
1. The linguistic expression (italics) designating 

the most common vascular complication, the 
hepatic arterial thrombosis, refers to a hierar-
chical type of thrombosis (kind_of relation).  

2. Causal information is provided by the linguis-
tic expressions cause of liver graft failure, 
cause of graft loss and mortality.  

3. Implicit instrumental reference is made to the 
medical treatment in (complex) nouns such as 
liver transplantation, graft failure and post-
operative care.  

4. Temporal relations are set up between the 
medical treatment and the post-surgery ad-
verse effect by means of prepositions express-
ing a relation of time such as during the 
immediate postoperative period, during the 
first month after OLT, or ≥ 1 month after OLT.  

From the above we can conclude that in medical 
discourse recurrent, grammatically complex lin-
guistic patterns are used in order to connect (1) the 
entities and types, (2) the causes and (unintended) 
effects of health care, as well as (3) the instrumen-
tal treatment administered by medical doctors 
against a sequential background of (4) time. The 
interplay between these four kinds of relations 
may serve as a lexico-grammatical starting point 
for drawing up a conceptual map of the medical 
subdomain under investigation. 
Such conceptual maps are fundamental for im-
proving general procedures (in English) regarding 
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complications for medical care in multidiscipli-
nary medical treatment. PLTM occurs in hospital 
teams, where physicians and nurses specialized in 
complementary fields of haematology, radiology, 
internal medicine, surgery and intensive care etc., 
collaborate in order to improve survival rates and 
reduce the impact of complications. Patient-cen-
tered healthcare implies collaborative settings that 
call for efficient IT support systems to monitor pa-
tient status and share information on the needs of 
patients. These maps are to be shared between the 
healthcare team’s actors, providing the scenarios 
they share and the input of each team section or 
member based on their individual knowledge lev-
els, their educational training, and the different 
services and platforms these persons work in.  

3 A usage-based account of the concep-
tual structure of time 

Our goal is to pinpoint the major dimensions of 
time in the description of complications in PLMT. 
For reasons of concision, we base our depiction 
on an often-quoted review article about PLTM 
(Moreno and Berenguer, 2006), a common genre 
in the medical scholar tradition, that summarizes 
available data for a given medical phenomenon. 
The article under investigation provides an over-
view of allograft dysfunctions and surgical com-
plications following liver-transplant and discusses 
the state-of-the art concerning their medical fol-
low-up. Strikingly, the article conceptually op-
poses immediate and long-term complications. 
These complications are of a different nature: they 
can be strictly medical (think of respiratory 
changes, renal dysfunction or hemodynamic com-
plications), or technical (complications due to 
h(a)emorrhage or vascular complications result-
ing, for example, in infections or draft dysfunc-
tions (major complications in this particular case 
are acute cellular rejection or recurrent viral hep-
atitis)). Both short and long-term complications 
are rather heterogeneous as well, due to the fact 
that the liver interacts with very different subsys-
tems of the organism, whereby any dysfunction 
may cause diseases such as chronic rejection, ar-
terial hypertension, obesity or bone complica-
tions, just to name a few. Our investigation is 
limited to the temporal aspects of the different 
complications, leaving aside other conceptual as-
pects such as anatomical location or severity. 

3.1 Peri- and post-operative time 

A first important time factor is the distinction be-
tween treatment peripheral to the central (intra-
operative) transplant intervention that can have a 
direct impact on the reduction of post-surgical 
complications (Junttila et al., 2005), and the time 
lapse proper to the complication itself (the so-
called post-operative time). Peri-operative time 
has to do with non-problematic follow up of sur-
gery, before, during and after surgery. The differ-
ence between this peri- and post-operative time is 
minimal, given the fact that some complications 
such as infections may arise due to improperly 
performed medical actions:  
(1) The prophylaxis of bacterial infection in-

cludes the following strategies: a) selective
intestinal decontamination; b) administration
of systemic antibiotics peri-operatively, c)
antibiotic prophylaxis before invasive explo-
rations of the biliary tract, and d) personnel
hand washing together with strict asepsis in
all invasive procedures.

The following observations can be made about ex-
ample (1): strategies a), b) and c) in the example 
refer to such perioperative precautions. As a part 
of medical prevention, peri-operative treatment 
contributes to building the temporal barrier ab quo 
the time sequence of complication starts to run. 
Preventive, pre-operative treatment is an im-
portant time issue that should be taken into ac-
count in modelling medical complications: a 
distinction is needed between pre-symptomatic 
(example 2) and post-symptomatic treatment of 
complications.  Prophylaxis aims at non-invasive 
avoidance of complication outbreak (example 3) 
and therefore reduces medical cost (example 4).  
(2) Another form of prevention, mainly targeted

to avoiding the development of clinically
manifest CMV disease, is the treatment of in-
fection in the pre-symptomatic stage. [81;
note of the authors: CMV refers to cytomeg-
alovirus, the most frequent micro-organism
in liver transplantation]

(3) Universal prophylaxis is useful mainly in
high-risk patients […] and can be done effec-
tively and safely with oral drugs […]. [81]

(4) Anticipated treatment is also an effective and
probably most cost-effective strategy.

The distinction between peri- and post-operative 
time as classification parameter is a central issue 
in the temporal (when do problems occur?), 
causal (what effects are produced?) and instru-
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mental (what therapy positively affects such ef-
fects?) format of medical decision-making. In 
medical discourse, peri-operative techniques are 
explicitly juxtaposed to post-operative care, as the 
following example shows.  
(5) The results of liver transplantation have im-

proved due to advances in perioperative tech-
nique, a better understanding of the course 
and prognosis of several [sic] liver disease 
improved immunosuppressive therapy and 
more effective postoperative care. [77] 

In fact, knowledge about postoperative complica-
tions is actively used in optimal peri-operative 
treatment. 

A second time factor at the interface between 
peri-operative management and post-operative 
complications is the moment of detection of 
(early) complication symptoms. Detection and di-
agnosis of new symptoms clearly marks the dis-
tinction between prophylaxis and post-operative 
care. The following excerpt illustrates this distinc-
tion: 
(6) Thus, knowledge of complications that 

emerge during follow up period, early and 
accurate establishment of diagnosis, and 
prompt institution of appropriate interven-
tions are essential for optimal patient and 
graft outcome [77] 

An important part of the state-of-the-art consists 
in describing so-called early detection methods 
such as in the following example: 
(7) Methods for early detection of viral infec-

tion, in the case of cytomegalovirus, are pe-
riodic determination of CMV antigenemia in 
peripheral blood leukocytes and PCR tech-
niques to detect the blood viral genome. 

Defining medical states is a central issue in liver 
transplant surgery. The literature defines the nor-
mal state in the intensive care unit, after transplan-
tation that shows increasing degrees of recovery 
as illustrated in the following example by the dif-
ferent modified verbal and nominal phrases:  
(8) When the transplant evolves favorably, the 

patient is awake, hemodynamically stable, 
with spontaneous respiration, preserved re-
nal function, and with progressively improv-
ing liver activity. 

3.2 Time of occurrence: immediate and 
long-term 

Complications are possible alterations to the de-
sired optimal  condition. The most frequent in 
PLTM are complications that can be expected 

during this early post-transplant period are hemo-
dynamic alterations, and respiratory, renal and 
neurological complications. 
A global distinction is the one between early and 
late complications, or more correctly, between 
immediate and long-term complications. Late 
complications are gaining importance as survival 
rates during the early-postoperative period in-
creases. The distinction between complication 
subtypes is based on the point of their occurrence 
in time: 
(9) The complications occur either immediately 

post-transplantation or in the long-term. The 
main complications in the immediate postop-
erative period are related to the function of 
the graft (dysfunction and rejection), the sur-
gical technique, infections (bacterial, fungal, 
and viral), and systemic problems (pulmo-
nary, renal, or neurological). In the long 
term, the complications are typically a con-
sequence of the prolonged immunosuppres-
sive therapy, and include diabetes mellitus, 
systemic arterial hypertension, de novo neo-
plasia, and organ toxicities, particularly ne-
phrotoxicity. 

An important note is that the underlying pathol-
ogy causing the transplantation is not considered 
a complication, though the causal trigger may per-
sist (or reemerge at some later point in time).  

The definition or discursive description of 
complications typically contains the designation 
of the medical phenomenon, a general characteri-
zation in terms of immediate or late occurrence, 
followed by a more precise time label for the time 
span within which complications arise (in terms 
of hours, as in (10), days, or, in the case of late 
complications, months).  
(10) A hemorrhage in the immediate postopera-

tive period is another potential complication 
[…].It is typically diagnosed within the first 
48 hours post-transplantation (hemorrhagic 
abdominal drainages, hemodynamic instabil-
ity, serial determination of the hematocrit/he-
moglobin). 

In the above example, the time label is followed 
by a summary of medical actions performed dur-
ing this time lapse. Modelling complications then 
may entail two different time lines: one for occur-
rence of complications as such (snap and span, no-
tions defined in the introduction of this paper), 
and one mapping the full (linear or cyclical) sce-
nario of common medical actions associated with 
postoperative care. 
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The review article also mentions a shift in the 
historical evolution of PLTM complications: as 
surgical techniques and immunosuppressive treat-
ment improve, prognosis and survival chances in-
crease, correspondingly extending the time span 
of (late) medical post-surgical follow-up (cfr. (11) 
and (12)). 
(11) The main barriers to overcome in the first pe-

riod were immediate post-surgical survival 
together with prevention of acute rejection. 

(12) With greater survival of patients, new prob-
lems have arose that basically affect trans-
plant recipients with long-term follow up 

Long-term complications are rather flexible con-
ceptual notions. Their emergence is connected 
with the specific complication (such as chronic re-
nal failure, systemic arterial hypertension, diabe-
tes mellitus, etc.), but at the same time differs 
accordingly.  Generic time information is com-
monly expressed as occurring at a random mo-
ment (13), or by means of unspecified post-
operative time (14). 
(13) […] malignant tumors can appear at any time 

after transplantation […]. 
(14) A variable percentage of patients, 4-20% ac-

cording to the series, will develop diabetes 
mellitus following transplantation (de novo 
DM). 

Apart from these general time labels, also differ-
ent discursive strategies are used for indicating a 
precise moment in time, specifically in late com-
plications. Here, different scenarios may occur. In 
the first one a precise numeric cut-off point after 
transplantation is expressed (not until, not before): 
(15) Chronic rejection is usually not evident until 

at least 6 months after transplant. The patho-
genesis is still unclear. 

In the second scenario, the complication is associ-
ated with a risk decreasing in time, without men-
tioning an endpoint: 
(16) Arterial hypertension (AHT) is a frequent 

complication in liver transplant recipients. Its 
prevalence varies between 50-70% in the 
first post-transplantation months but de-
creases thereafter probably due to the reduc-
tion of the immunosuppressive doses. 

In the third scenario, the full span of time is ex-
pressed (e.g. a one-year period) during which the 
complication is most pronounced: 
(17) Obesity is a very frequent complication in 

transplanted patients […] one year after 
transplantation, the period when the greatest 
weight gain is seen.  

3.3 Timing of occurrence and diagnosis 

An interesting issue is the fact that even within the 
subgroup of immediate complications, both the 
nature of the complication and its treatment de-
pend on the moment of discovery: similar sets of 
symptoms may cause different kinds of pathol-
ogy. This is the case, for example, for the most 
frequent complication in pediatric cases: 
(18) Symptoms are highly variable and depend on 

the timing of development and diagnosis. 
(19) When the thrombosis occurs at an early 

stage, it typically leads to ischemia/necrosis 
of the graft; in contrast, when it occurs at a 
later time point, it generally leads to biliary 
complications (intrahepatic biliomas and bil-
iary stenosis) but with preservation of the 
graft function. 

This evolutionary, dynamic nature of medical 
conditions needs to be taken explicitly into ac-
count in concept modelling of complications. In 
its earlier or later diagnostic establishment, a com-
plication takes up different forms and therefore re-
quires different treatment types. Consequently, in 
the case of thrombosis mentioned in the previous 
example, the therapy in the acute or late form con-
sists of different medical actions: 
(20) In the acute form, thrombolysis can be ac-

complished by surgical radiology. Arterial 
thrombectomy may be an alternative that can 
be done either by interventional radiology or 
surgical intervention. In patients where these 
options fail, urgent re-transplantation may be 
required. In the late form, treatment is mainly 
focused to prevent/treat biliary complica-
tions derived from the thrombosis. 

Note that in the late form, treatment does not 
zoom in on the primary complication, but on the 
derived one. This example clearly shows that one 
complication may trigger another one. The same 
complication may be connected with or caused by 
different intentional operations, leading to these 
unintended side effects at different stages in post-
operative care: 
(21) Biliary fistula can occur initially in the first 

month in relation to anastomotic dehiscence 
secondary to technical errors or biliary tract 
ischemia. It is also a common complication 
in the third month when the T-tube is with-
drawn. 

A central issue in this dynamic picture is the no-
tion of lead time to diagnosis: given the fact that 
complications constantly evolve, this time factor 
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contributes to variable medical decisions, taking 
transplantation as a starting point:  
(22) The clinical picture is variable and depends 

on the time of development, lead time to di-
agnosis, and existence of a T-tube. 

We finish this part of our investigation with two 
specific subcases of timing. First, some complica-
tions can occur both early, or emerge only late, 
after a so-called normal postoperative course. The 
following example refers to liver graft dysfunc-
tion: 
(23) Dysfunction of the graft may occur in the im-

mediate postoperative period (early dysfunc-
tion) or late during the follow-up of the 
patient {typically related to the recurrence of 
the original disease (viral hepatitis, primary 
biliary disease, sclerosing cholangitis, alco-
hol or autoimmune liver disease) or chronic 
rejection}. 

This later complication’s manifestation has a very 
distinct causal origin: it is overtly tied to the orig-
inal disease, which urged for liver transplantation. 
Second, different complications (as the neurolog-
ical states) sometimes occur simultaneously: the 
first complication is continuous (disorientation), 
and then punctuated by episodes of the second one 
(agitation and confusion). 
(24) The most frequent neurological alterations 

are disorientation with episodes of agitation 
and confusion. 

A very specific feature of generic late compli-
cations such as malignant tumor is the correlation 
between duration (of immunosuppression) and 
specific cancer subtypes (Kaposi’s sarcoma, skin 
tumors, carcinomas of vulva and perineum): 
(25) Although malignant tumors can appear at 

any time after transplantation, Kaposi’s sar-
coma followed by lymphoproliferative disor-
ders are the earliest that usually develop. The 
later ones are skin tumors and carcinomas of 
the vulva and perineum. 

3.4 Duration of complication: rejection from 
(hyper-) acute to chronic 

Some complications occur either early or late. A 
specific case is graft rejection. An interesting time 
distinction in this respect is the one between hy-
peracute and acute. There is not only a difference 
in terms of time itself (hyperacute rejection occur-
ring within minutes or hours), but also in terms of 
the complications’ nature. The prefix hyper- re-
fers as well to the severity of the rejection reaction 
and the fact that antibodies reject the graft in an 

irreversible way. Hyperacute rejection is humoral, 
whereas acute rejection has a cellular origin. This 
is the primary difference with acute rejection, for 
which drugs are available. The primary difference 
with the third subtype is that 
(26) […] Chronic rejection generally occurs over 

a span of months, can be unresponsive to cur-
rent therapy, and contributes to be a source 
of graft loss. 

An interesting, yet unsolved issue is the difference 
between chronic and repeated acute rejection. 
Some studies report that acute rejection generally 
occurs in the first few weeks following transplan-
tation, whereas chronic rejection “typically occurs 
several months to a year posttransplantation” 
(Batts, 1999) and requires additional more histo-
logical fine-tuning by means of liver biopsy.  

Determining correct diagnosis for each of 
these complications is a highly complex issue, be-
cause of the many clinical parameters shared by 
different complications. 

3.5 Frequency and prevalence 

Frequency and prevalence are commonly used 
terms when describing the epidemiological status 
of a complication (Greenberg et al., 2005, chapter 
2). Whereas incidence refers to the number of new 
cases occurring in a given period of time, preva-
lence indicates the actual number of cases alive 
either during a period or at some point in time.  

The prevalence can be addressed in different 
ways: on average and based on variation (either 
within the different complications of a subtype or 
as a sample within the complication population). 
The following three examples illustrate this char-
acterization in three progressive steps. 
(27) The prevalence of technical complications is 

on average 26%. 
(28) Arterial complications, particularly the 

thrombosis of the hepatic artery (prevalence 
ranging from 1.5 to 25%) are the most fre-
quent ones. 

(29) Hepatic artery thrombosis is a complication 
that develops more frequently in the pediatric 
population. 

Apart from overall values (27-28) for the popula-
tion, samples typically address age, such as chil-
dren (29), specific pre-surgical diseases triggering 
grafting (30), and retransplant patients (31): 
(30) Portal vein thrombosis is an infrequent com-

plication with an overall prevalence of 2-3%. 
(31) Globally, 20-40% of liver transplant recipi-

ents present atraumatic bone fractures; this 
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prevalence rises to 65% in patients trans-
planted due to cholestatic disease and in re-
transplant patients. 

Typical long-term spans include mention of 
one and five year periods.  
(32) Currently though, survival rates of over 90-

95% and 70% at one year and five years post-
transplantation, respectively are expected.

Prevalence spans reach from 100% to values 
as close as 1.5%, as in (33) and (28). 
(33) Pleural leakage, predominantly on the right,

is the most frequent complication with a
prevalence reported to be as high as 100% in
some series.

Different diagnostic criteria are used to character-
ize a (chronic) complication. Variable prevalence 
is therefore a common measure: 
(34) The prevalence is variable, depending on the

criterion used to define it and to the method
used to assess renal function. Indeed, serum
creatinine measurement may underestimate
the presence of renal failure.

Particularly in late complications, an im-
portant comment on the relation between time and 
treatment has to be made: a complication may dis-
play decreasing prevalence over time. As men-
tioned before, complications are sometimes 
caused by immunosuppressive drugs. Since drug 
administration may be decreased over time, this 
has an impact on its frequency. Conceptually, 
there is again a correlation (or even causal rela-
tion) between treatment method and time, inde-
pendent of a specific complication, as the two 
following examples (concerning hypertension and 
diabetes, respectively) show. 
(35) Arterial hypertension (AHT) is a frequent

complication in liver transplant recipients. Its
prevalence varies between 50-70% in the
first post-transplantation months but de-
creases thereafter probably due to the reduc-
tion of the immunosuppressive doses.

(36) A variable percentage of patients, 4-20% ac-
cording to the series, will develop diabetes
mellitus following transplantation (de novo
DM). The prevalence depends on the time
elapsed since transplantation and particularly
on the immunosuppressive drugs. In the ini-
tial post-transplantation period, DM is very
frequent, probably due to the use of high CNI
and steroid doses.

Typically, measures for prevalence and risk 
may compare patients with complications to the 
healthy population (37), taking into account the 

moment of grafting (38) and stage of drug devel-
opment. 
(37) The natural history of malignant tumors in

the transplant patient tends to be different
from that of the normal population; they ap-
pear at an earlier age, tend to be in a more
advanced stage when diagnosed, and their
evolution is more aggressive, causing high
mortality directly related to the tumor.

(38) Some data suggest that in patients undergo-
ing liver transplantation in recent years, there
is a higher incidence of hematological neo-
plasms with de novo internal neoplasms de-
veloping at earlier time-points than in those
transplanted years ago.

A relevant measure and objective of PLTM man-
agement is the reduction of frequency of compli-
cations to values for the general population, as in 
the case of bacterial infections: 
(39) After the sixth month, with the transplanted

organ functioning normally and minimum
immunosuppressive doses, the frequency of
bacterial infections is reduced to figures sim-
ilar to those of the general population and the
causes are pathogenic bacteria of the com-
munity.

Liver transplantation entails serious risks. Preva-
lence therefore is not only coined in terms of mor-
bidity, but also of (decreasing) global mortality. 
(40) The global mortality in this early posttrans-

plantation period is approximately 5-10%.
Particularly in retransplantation, mortality rises. 
Retransplantation entails two subsequent time se-
quences: the management of the first graft, lead-
ing to an incurable complication (such as graft 
rejection mentioned before) within the first 48 
hours following surgery, and a second one, with 
reduced survival prognosis.  
(41) However, if regression of the clinical situa-

tion is not observed after 24-48 hours, re-
transplantation must be considered as soon as
possible to avoid the development of multi-
organ failure, in which case the mortality as-
sociated with retransplantation is very high.

4 Conclusion 

This paper proposes a first sketch of time factors 
as an associative relation relevant for modelling 
the temporal unfolding of PLTM complications. 
We list the time factors useful for a model of time. 
1. A boundary separates peri-operative care and

management of complications. Prophylaxis is
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a peri-operative issue in avoiding complica-
tions [3.1], and should be integrated in the time 
model. 

2. Early complications are tested and detected
against normal states.

3. These complications are temporally decom-
posed in immediate and late complications
[3.2]; complications, however, do not belong
unequivocally to one of these.

4. Relevant time notions are the cut-off point for
occurrence and

5. the time span of (early) complications.
6. A distinction is needed between underlying

pathologies not affected by transplantation
[see section 3.1], and diseases that may affect
complications and patient prognosis.

7. There is a variable correlation between the
snap/span time (Munn and Smith, 2008) line
of complication occurrence and associated
medical diagnostic and therapeutic actions
[see section 3.3].

8. Complications take different symptomatic
forms causing different pathologies and there-
fore require various diagnostic tools.

9. Lead time to diagnosis is an important time
dimension in this respect.

10. A distinction is needed for duration in graft
rejection, between a (hyper-) acute and
chronic disease status (without treatment op-
tions or not) [see section 3.4].

11. Complications involve some measures [3.5]
such as prevalence of morbidity and mortal-
ity.

12. Prevalence may decrease based on the reduc-
tion of immunosuppressive drugs in the long
run.

Future work will develop in three directions,
The two first steps expand the corpus, taking into 
account, first the most quoted review articles on 
PLTM complications after 2006 and second, for 
specifying such time relations, in specialized re-
search articles. The final goal is to transform this 
descriptive conceptual research into a logical en-
tity-relation model, which can be useful in the 
clinical decision-making process. Describing 
such a model is clearly beyond this exploratory 
paper. Time in PLTM provides the conceptual ba-
sis for modelling subsequent associative relations: 
causal relations (what is the consequence of which 
(un)intended aspects of transplantation manage-
ment, against which kinds of complications and/or 
sets of symptoms,?), as well as instrumental rela-
tions (what therapeutic tools, such as devices, 

drugs, surgical techniques, are used in order to 
prevent, block or reduce what kind of complica-
tions?).  
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Abstract

This paper explores the use of terminology
extraction methods for detecting paradig-
matic changes in scientific articles. We
use a statistical method for identifying
salient nouns and adjectives that signal
these paradigmatic changes. We then em-
ploy the extracted lexical units for discov-
ering terms that are assumed to be central
in characterising paradigm shifts. To as-
sess the method’s performance, in this pi-
lot study, we work on “machine transla-
tion” (MT) research articles sampled from
the ACL anthology reference corpus. We
analyse this corpus to check whether the
proposed approach can trace the dramatic
changes that machine translation research
has experienced in the last decades: from
transformational rule-based methods to sta-
tistical machine learning-based techniques.

1 Introduction

Research in computational terminology tradition-
ally focuses on static models of knowledge ac-
quisition and representation. Corpus-based ap-
proaches have led to an increased interest in the
automatic extraction and semantic categorisation
of terms with many successful applications. How-
ever, progress in the empirical description and
computational modelling of terminological dy-
namics has been rather slow.

This paper suggests that terminological meth-
ods and principles can be employed in empirical
investigations of diachronic knowledge evolution.
In particular, terminological methods can provide
new insights into problems of diachrony since they
can be used to trace (a) how terminologies come

into being, and (b) how they develop over time as
the scientific field itself evolves. Empirical work
on the creation and development of terminologies
is especially relevant for investigations into the
history of science. Furthermore, studies of this
kind are also likely to benefit terminology as a dis-
cipline, since they might provide insights into the
driving forces of terminological development and
knowledge organization.

The method proposed here identifies lexical
units the importance of which increases or de-
creases upon the transition from an earlier period
to a more recent one. In other words, we approach
history of science in the form of a trend analysis
task. Formally, this task consists of two sub-tasks,
namely:

(a) the detection of those periods in time when a
paradigm change is taking place (e.g., as sig-
nalled by terminological dynamics in a do-
main);

(b) the extraction of terms that are indicative of a
declining or rising paradigm.

The pilot study described in this paper relates
only to the extraction of terms signalling paradigm
shift (i.e., sub-task (b)). The material for our
analysis consists of research articles dealing with
“machine translation”. These articles are sam-
pled from the ACL Anthology Reference Corpus
(ACL ARC)—introduced in Bird et al. (2008).

Linguistically, the proposed method is inspired
by studies on register.1 Register linguistics ap-
proaches linguistic variation as the description of

1See Cabré (1998) for an elaboration of terminological
aspects of register. Also, see Teich et al. (2015) for an applied
perspective.
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changing configurations of linguistic features on
the textual level. One of the relevant dimen-
sions for this type of study certainly is the lexi-
con. Accordingly, we hypothesise that paradig-
matic changes in a field of knowledge are the
cause of terminological dynamics. These dynam-
ics are expressed in the form of the rise or de-
cline of not just isolated terms but whole groups
of terms.

We conclude that terms extracted by our method
are salient if they are able to depict the paradig-
matic change that the MT field has undergone in
the last decades—that is, the advent of statistical
methods in contrast to symbolic approaches that
were in use earlier. The remainder of this paper
is structured as follows. Section 2 briefly sum-
marises relevant previous work. Section 3 outlines
our extraction method. Section 4 reports the re-
sults of our pilot study, followed by an evaluation
in Section 5. Section 6 discusses obtained results
and concludes this paper.

2 Related Work

The term “paradigm” in the sense intended here
goes back to Kuhn (1962). According to Kuhn, a
paradigm emerges from a generally acknowledged
scientific contribution to a research field. The
significance of the paradigm consists in its abil-
ity to propose research problems and solutions to
these problems to the relevant community. Some
of Kuhn’s arguments can be traced back to Fleck
(1935). Fleck describes scientific communities as
communities of thought (“Denkkollektive”) who
share habits in their way of perceiving and solving
scientific problems (“Denkstil”, literally “style of
thought”). What is important here for our research
question is that paradigms are coupled not only
with specific types of problems and research meth-
ods, but also with terminologies: they constitute
the inventory of lexical units used to refer to con-
cepts that are central for a given paradigm. Con-
sequently, they are subject to change whenever the
conceptual outline of the discipline changes.

Terminological dynamics have been ap-
proached by terminology proper from various
perspectives. Relevant to our study are the
articles by Kristiansen (2011) and Picton (2011).
Kristiansen (2011) provides a detailed account
of external motivating factors of conceptual
and, eventually, terminological dynamics. Picton

(2011) elaborates a typology for the description
of short-term term evolution patterns such as ne-
ology–necrology (i.e., appearance–disappearance
of terms), term migration, and topic central-
ity–disappearance. Both papers, unfortunately, do
not provide any methodology for the automatic
detection of these dynamics.

In computational linguistics, trend analysis is
usually approached by computing topic centrality
and/or community influence measures and plot-
ting them on a timeline. An example is the work
by Hall et al. (2008) who try to trace the “de-
velopment of research ideas over time”. They
employ the standard Latent Dirichlet Allocation
(LDA) algorithm (Blei et al., 2003)—a term-by-
document model—for identifying “topic clusters”.
The method involves manual selection of relevant
topics and seed words in multiple runs of the LDA
algorithm. Probabilities derived from the LDA
model are then used for the identification of rising
and declining topics. Similar to our work, the au-
thors report experiments over the ACL ARC, us-
ing publications from 1978–2006.

A term-based approach to topic and trend analy-
sis is proposed by Mariani et al. (2014). The anal-
ysis is conducted on the ELRA Anthology of LREC
publications starting in 1998. A term extraction
method, namely TermoStat (Drouin, 2004), is em-
ployed to extract “topic keywords”. For each year,
terms and their variants are grouped into synsets
and the most frequent terms are found. Finally,
the authors study the rank development for the 50
most frequent terms in order to extract informa-
tion on whether topics designated by these terms
have risen, declined, or stayed stable over the pe-
riod under analysis. Relevant co-occurrences of
terms are also listed.

Gupta and Manning (2011) stress that for the
purpose of detailed investigations into the history
of science “. . . an understanding of more than just
the ’topics’ of discussion . . . ” is necessary. They
extract semantic information for the categories
FOCUS (i.e., the main contribution of an article),
TECHNIQUE, and DOMAIN from the title and ab-
stract sentences of research papers using a set of
bootstrapped patterns. They then identify com-
munities using the LDA algorithm. An influence
measure is defined and calculated for communi-
ties based on the number of times their FOCUS,
DOMAIN, or TECHNIQUE have been adopted by
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other communities. Finally, results obtained from
the ACL ARC are projected onto a timeline.

The work listed above has a number of short-
comings, amongst them are:

• Approaches based on topic modeling do not
always provide readily interpretable topics.
While many of the induced topics are con-
vincing in terms of their lexical outline, we
believe that the use of terminology, as pro-
posed by Mariani et al. (2014), can provide
more targeted information.

• For any detailed understanding of the his-
tory of a given discipline, it is insufficient
to measure how “central” or “popular” cer-
tain topics were at different periods in time.
Instead, the internal, fine-grained dynamics
of the field such as paradigms and paradigm
shifts need to be understood. To our knowl-
edge, the work by Mariani et al. (2014) is the
only one that includes a study of the lexical
context of terminological units; however, this
analysis is not carried out systematically. We
believe that a systematic study of how groups
of terms change over time can provide rich
information for users that are interested in the
history of a given scientific discipline (e.g.,
see Figure 2).

3 Detection of Lexical Rank Shifts: The
Method

Our work differs from previous studies in that
we exploit the notion of rank shifts for detect-
ing fine-grained shifts rather than measuring topic
centrality or popularity. The comparison of rank
shifts between two lists of sorted lexical items
is an established research method in the field of
quantitative historical linguistics (e.g., c.f. Arapov
and Cherc (1974)) and we believe that it can be
adapted to our purposes.

In essence, our approach to the detection of
terminological dynamics revealing a paradigm
change is two-fold. Firstly, we extract lemmas
that experience a change in their ranks upon the
transition from older publications to more re-
cent ones. We believe that these lemmas are
either paradigmatic terms themselves or can be
used to extract paradigmatic terms. We restrict
word classes to nouns and adjectives since we be-
lieve that they are the most characteristic units

for a given research paradigm. Secondly, we
use extracted lemmas for identifying paradigmatic
terms.

The first step (i.e., extraction of lemmas) con-
sists of three sub-processes:

1. extraction of frequency per document infor-
mation for all nouns and adjectives in the two
sub-corpora under analysis and removal of
strings containing non-alpha-numeric char-
acters;

2. ranking of lexemes obtained for the two time
periods using the method explained below;

3. comparison of the two ranked lists in order to
identify those lexemes that have undergone
relevant rank-shifts.

Frequency and document-related information is
extracted using the IMS Open Corpus Workbench
(CWB) loaded with our data (Evert and Hardie,
2011). For ranking, we employ the measure for
calculating domain consensus proposed by Sclano
and Velardi (2007). This measure—DCDi(t)—is
defined as follows:

DC
Di

(t) = −
X

dk2Di

nf (t, d
k

) log(nf (t, d
k

)), (1)

where dk denotes the kth document in domain Di,
and nf is the normalised frequency of term t in
dk 2 Di. DCDi(t) goes beyond the use of raw
frequencies (e.g., as used by Mariani et al. (2014)).
Instead, DCDi(t) favors lexemes that are evenly
distributed over all the texts in the two sub-corpora
as opposed to candidates that are frequent just in
a small number of texts. The process results in
ranked lists of lexemes for the two time periods
that we want to compare. Each lexeme either oc-
curs in only one of the two lists or in both of them.
To detect major rank shifts RS for a lexeme t that
occurs in both lists, we use the following formula:

RS (t) =
1

RNew (t)
− 1

ROld (t)
, (2)

where R(t) denotes the rank of t in the two ranked
lists New (recent publications) and Old (early
publications).

In the next step, the lemmas with highest rank
shifts are employed to build partly lexicalised term
extraction patterns for identifying paradigmatic
terms. PoS sequence patterns are taken from the
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Pattern CWB query
adjective +
noun

[pos=”JJ.*”]
[lemma=”lexicon”]

past participle
+ noun

[pos=”VVN”]
[lemma=”lexicon”]

noun + noun [pos=”N.*”]
[lemma=”lexicon”]

noun + noun +
noun

[pos=”N.*”] [pos=”N.*”]
[lemma=”lexicon”]

noun + prepo-
sition + noun

[pos=”N.*”] [pos=”IN”]
[lemma=”lexicon”]

adjective + ad-
jective + noun

[pos=”JJ.*”] [pos=”JJ.*”]
[lemma=”lexicon”]

Table 1: Examples of partly lexicalised term ex-
traction patterns.

ONLY NEW ONLY OLD
alignment periphrasing
tag cannonical
annotation transcodage
database transcoded
baseline pidgin
ontology sjstem
threshold descri
monolingual ption
multilingual versinn
learning periphrasin
architecture paragrapher
engine subroutine
n-gram Noninclusive
decoder inclusiveness
tagger quelques

(a)

UP DOWN
word language
translation sentence
corpus structure
model analysis
result rule
text form
method problem
information semantic
feature grammar
system computer
approach program
set theory
training way
pair possible
source dictionary

(b)

Table 2: The result obtained from processing and
comparing the Old and New sub-corpora. Note
that dues to the presence of noise in pre-processes
(e.g., OCR), the extracted lists of lexemes also
contain invalid lexical units such as in Table 2a.

multilingual term extraction tool TTC TermSuite
(Daille and Blancafort, 2013)2. Table 1 provides
examples of these patterns.

4 Experiment

As stated earlier, we used the ACL ARC as a
dataset. The corpus contains research articles on
the topic of human language technology dating
back as far as 1965. In our experiments, we
use the preprocessed segmented version of the
ACL ARC (i.e., the ACL RD-TEC) provided by
QasemiZadeh and Handschuh (2014). Our pilot
study is limited to the research publications in the
domain of MT. Given our knowledge that MT re-

2
http://code.google.com/p/ttc-project/

Up terms Down terms
machine translation natural language
language model deep structure
translation system phrase structure
word sense transformational rule
training datum syntactic analysis
test set surface structure
mt system sentence structure
translation model physics problem
sentence pair semantic theory
statistical machine translation transformational grammar
machine translation system phrase structure grammar
bleu score average number
parallel corpus linguistic theory
training set conversion rule
english word source language

Table 3: Most frequent paradigmatic term can-
didates extracted using the proposed lexicalised
PoS sequence patterns. We consider Up terms and
Down terms as indicators of topics that are trend-
ing and un-trending, respectively.

search has undergone a major paradigm shift since
the late 1980s, we want to examine whether our
method is able to capture and characterise this
paradigm shift.

To prepare the data for experiments, we ex-
tract nouns and adjectives from papers contain-
ing either the string “machine translation” or “au-
tomatic translation”. We divide the corpus into
two sets of articles: Old (1960s–70s) and New
(1980s onwards). Since New is substantially
larger than Old , we randomly reduce the size of
the New set in order to make it more comparable
to Old . Despite this effort, the two sub-corpora
still have a different size and structure—New con-
tains 290,337 nouns and adjectives whereas Old
contains only 79,247.

The extracted lemmas are weighted using Equa-
tions 1 and 2. Consequently, four sets of words are
generated:

• words that occur only in New (ONLY NEW);
• words that occur only in Old (ONLY OLD);
• words whose rank increases upon the transi-

tion from Old to New (UP);
• words whose rank decreases upon the transi-

tion from Old to New (DOWN).

The first set—items that occur only in New—is
comparatively large and contains 14,347 adjec-
tives and nouns. Old, on the other hand, has
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Figure 1: Precision at n for the extracted list of
terms using the lexicalised patterns for the Up and
Down lemmas.

7,094 unique adjectives and nouns. 1,023 lem-
mas have an increased rank over time, and 2,880
words are subject to rank decrease. Table 2 de-
tails the results by showing the top 15 items in
each set of generated words. Table 2a shows
words that occur only in New or only in Old. Ta-
ble 2b, however, shows common words with the
largest rank shifts. Note that ONLY NEW and
ONLY OLD have been ranked by their assigned
DC score (Equation 1), whereas Up and Down
are sorted according to the score computed using
Equation 2.

In the second step, we select the top 30 plausi-
ble noun lemmas from the UP list (shown in Ta-
ble 2b) and use them for building term extraction
patterns (as exemplified in Table 1). This pro-
cess is also repeated for the top 30 nouns from
the DOWN list. The two obtained sets of pat-
terns are employed to extract terms from the New
and the Old sub-corpora, respectively. Table 3
provides an overview over the 15 most frequent
candidate terms extracted by this method. Fig-
ure 1 reports the precision for the first 300 Up and
Down paradigmatic term candidates obtained by
automatically comparing them to terms annotated
in the ACL RD-TEC by QasemiZadeh and Hand-
schuh (2014).

5 Evaluation

The 15 lemmas listed in Table 2b (i.e., DCDi (t)-
ranked lemmas) are presented to 5 researchers in
the area of machine translation. The evaluators are
asked whether

(a) the individual lemmas in Table 2b are salient
for the period they are supposed to represent
(New and Old); and,

Up Down
training transformational
corpus routine
score force
probability picture
target location
pair numeral
evaluation title
task reverse
statistical geometric
source physics
performance decimal
bilingual personal
feature intension
error Russian
sense storage

Table 4: The baseline lemma list: top 15 lemmas
sorted by frequency and rank shifts.

(b) the lists as a whole contain words that
are typical for the mainstream research
paradigms in the respective periods.

To investigate (a), participants make binary dis-
tinctions (i.e., in each of the Up and Down lists, a
lemma is marked either as relevant or irrelevant).
To investigate (b), participants are asked to pro-
vide a grade indicating the relevance of the lists of
terms on a scale from 1 (“list is irrelevant”) to 5
(“relevant”).

In order to assess whether the DCDi (t) rank-
ing mechanism proposed in this paper (i.e., Equa-
tions 1 and 2) outperforms simpler ranking meth-
ods, we also construct a baseline data-set: nouns
and adjectives in New and Old are sorted by their
frequency and then evaluated by the differences in
their ranks. The resulting baseline data is given in
Table 4. Evaluators are asked to repeat the above-
mentioned assessment also for this baseline with-
out being aware of how both data-sets were pro-
duced. Table 5 summarizss the results of this eval-
uation.

Each row of the Sub-Tables 5 summarises the
input from each of the expert evaluators. The
first and the second column in each sub-table
show the sum of positively marked Up and Down
items—that is, the sum of those lemmas (out
of 15) that were found salient for either the
1960s–1970s or the 1980s–2000s (sub-task (a)).
The third column presents the overall evaluation
of the lists (i.e., sub-task (b)). Table 5a provides
the results for the list of lexical items that are
ranked using the DCDi(t) score (i.e., listed in Ta-
ble 2b). Table 5b provides the assessments for the
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Up Down Overall
12 10 4:5
12 10 4:5
13 12 4:5
10 10 3:5
3 4 2:5

(a)

UP DOWN Overall
15 5 3:5
11 2 3:5
14 11 3:5
11 6 4:5
6 2 3:5

(b)

Table 5: Each row of these tables summarises
the assessment of each of the evaluators. Ta-
ble 5a shows the results for the sets of lexical items
ranked by DCDi(t) (listed in Tables 2b). Table 5b,
in contrast, provides the result for the sets of lex-
ical items that are sorted by their raw frequencies
(listed in Tables 4).

baseline list (i.e., listed in Table 4).
As can be observed in Table 5, the evaluators

tend to prefer the DCDi(t)-ranked lexical items
over the baseline data-set. Except for one of the
annotators who suggests that the baseline method
provides more informative output (i.e., the last row
of Tables 5a and 5b), the evaluators consistently
prefer the ranking mechanism proposed in this pa-
per, assigning an overall grade of 3–4 (out of 5)
points to the output. However, the difference re-
mains but slight.

Table 6 shows the 15 most frequent terms in
the Old and the New corpus, respectively. These
terms were collected using the manual annotations
in the ACL RD-TEC by QasemiZadeh and Hand-
schuh (2014). By comparing these terms to the
output of our method (Table 3), we observe con-
siderable differences. Evidently, for the detection
of paradigm shifts, terms extracted using semi-
lexicalised part-of-speech (PoS) patterns based on
our DCDi(t) method are better indicators of the
paradigm shift than terms ranked by their raw fre-
quencies.

Figure 2 exemplifies some of the dynamics de-
tected by our method. For each year, the plot
shows the frequencies of terms normalised by the
sum of all term frequencies extracted from the
publications in that year. All plotted terms were
among the top items in our Up and Down lists.
Up paradigmatic terms are given in blue whereas
Down paradigmatic terms are plotted in black.

Figure 2 illustrates what types of information
can be drawn from the analysis conducted here.
For example, we observe that “automatic eval-
uation” rises synchronously with “Bleu score”

Sub-Corpus Old Sub-Corpus New
natural language machine translation
machine translation natural language
computational linguistics language processing
data base translation system
artificial intelligence target language
language processing computational linguistics
phrase structure natural language processing
syntactic analysis training data
translation system source language
automatic translation test set
natural languages information retrieval
information retrieval machine translation system
noun phrase language model
language understanding training corpus
noun phrases noun phrase

Table 6: 15 most frequent terms (two tokens or
longer) in the Old and the New sub-corpora. This
list was collected using the manual annotations in
the ACL RD-TEC and from the documents in the
two Old and New sub-corpora.

and is only slightly preceded by “statistical ma-
chine translation” itself. We also find that, during
the 1980s, references to “linguistic‘theory” were
rather frequent, but they have largely vanished
since 1990. Themes such as generative gram-
mar or phrase structure grammar were not dom-
inant even in the earlier decades, but they exhibit
a constant decline at least since the 1990s. Ev-
idently, the plot confirms that our attribution of
terms to the categories Up and Down is justified.
Moreover, this plot supports our hypothesis that
paradigm shifts are lexically expressed by dynam-
ics of whole groups of related terms.

6 Discussion and future work

For a detailed understanding of the dynamics of
science, it is insufficient to measure how “central”
or “popular” certain topics are at different periods
of time. Instead, those groups of terms that signal
paradigm changes must be detected—this is the
key idea that motivates the research presented in
this paper. The pilot study described here, there-
fore, aims at showing that terminological methods
can be employed to serve this purpose, and to pro-
vide information for understanding what is going
on in a scientific field at a given moment in time.

An inspection of our method’s output indi-
cates that the renewal of vocabulary (happening by
some words falling from use and others being in-
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Figure 2: Terms mapped onto a timeline: For each year, the y-axis shows the frequencies of terms
normalised by the sum of the frequencies of all the terms extracted in that year.

troduced) is considerable given the relatively short
time span under analysis in our experiments. We
observe that the content words shared by the two
data sets are, in fact, a minority. However, we also
observe that Only New (Table 2a) clearly con-
tains items that are indicative of more recent MT
research such as “alignment”, “n-gram” or “de-
coder”. The items that are specific to Only Old ,
on the other hand, seem to be rather spurious and
low-frequent. These lexical units, rather unsur-
prisingly, disappear upon the transition from Old
to New .

Our evaluation also indicates that the lemmas
extracted by our method (Table 2b) are indicative
of the respective time periods, at least as far as the
top ranks are concerned. MT experts prefer the
output of our proposed method over the output of
the baseline method, perhaps due to the improved
coverage of the relevant Down lemmas.

Moreover, the terminological evaluation of the
extracted paradigmatic terms (Figure 1) shows
that Up lemmas indeed help to extract valid com-
putational linguistics terms. Performance for
Down lemmas, however, is consistently worse.
This difference in performance, in our opinion, is
related to the higher productivity of the Up lem-
mas from Table 2b: Up lemmas are used in a
growing number of more specific and more fre-
quent terms, whereas Down lemmas do not expe-

rience a similar increase in frequency and speci-
ficity. That is, it is harder to distinguish irrelevant
collocations containing Down terms from collo-
cations with terminological value. Hence, term
extraction performance for Down terms is worse.
We believe that, if this property can be shown to
hold in general, it is highly relevant as it can be
used for the extraction of emergent and semanti-
cally related terms. Term extraction performance
itself can be further improved by integrating stan-
dard practices such as stop-word filtering.

Last not but not least, a timeline plot of Up
and Down paradigmatic terms indicates that Down
terms, as expected, do not exhibit the same expo-
nential growth as Up paradigmatic terms. How-
ever, what we also observe is that many relevant
terms do not simply fall from use (e.g., the term
“linguistic theory”). They may even increase their
absolute frequency or become salient again in new
or unforeseen contexts.

The local context of terms therefore remains an
unexplored factor in trend analysis research. If
we look more closely into our data, we find unex-
pected formulations such as “the language model
in the human” or “translation model based on se-
mantic interpretation”. Future work will need to
address these kinds of dynamics in superficially
identical terms that are even more fine-grained
than the rank shifts observed in this pilot study.
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Several measures can be taken into considera-
tion for improving our current evaluation method.
Future work will also strive for a comparison of
multiple sub-corpora that represent time slices of
different granularity, perhaps of more similar size
and structure. The detection of time periods in
which paradigm shifts occur and a more precise
modelling of their interplay with terminological
dynamics are also important topics for future re-
search.

Finally, we would like to mention that an im-
portant observation about the dependence of lexi-
cal dynamics on frequency has already been made
by Arapov and Cherc (1974) who explicitly refer
to Zipf:

The speed of decay . . . can, in a way, be
understood as the probability of decay.
The higher the ordinal number (rank) of
a [word] group . . . , the lower the fre-
quency of the words belonging to that
group, the higher is the speed of decay
of this group.3

It is no surprise that term frequency does play a
role in term necrology. However, the formula that
we currently use for rank comparison (i.e., Equa-
tion 2) does not account for this aspect. Further-
more, the question how to compare terms the fre-
quencies of which differ by sizes of magnitude
is also yet unresolved. Future work will address
these shortcomings.
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Béatrice Daille and Helena Blancafort. 2013.
Knowledge-poor and Knowledge-rich Approaches
for Multilingual Terminology Extraction. In Ci-
cling.

Patrick Drouin. 2004. Detection of Domain Specific
Terminology Using Corpora Comparison. In LREC.

Stefan Evert and Andrew Hardie. 2011. Twenty-first
century Corpus Workbench: Updating a query ar-
chitecture for the new millennium. In Corpus Lin-
guistics.

Ludwik Fleck. 1935. Entstehung und Entwick-
lung einer wissenschaftlichen Tatsache: Einführung
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Abstract

We present work on the task of reducing
noise in nominal terminology extraction.
Based on a comparative evaluation of sta-
tistical measures aimed at capturing domain
specificity, we propose strategies to increase
the typically quite low accuracy of classi-
cal hybrid nominal multi-word term extrac-
tion. Our experiments on a set of German
do-it-yourself instruction texts show that us-
ing linguistic filters that determine the right
span of the MWE before applying a suit-
able combination of statistical measures im-
proves results.

1 Introduction

The automatic extraction of terminology from
domain-specific text is a task that has gained inter-
est in the research community over the last twenty
years. It is an important prerequisite for applica-
tions such as ontology creation or knowledge ex-
traction from texts.

The work presented here is part of a project
that deals with knowledge extraction and ontol-
ogy creation from German texts from the do-it-
yourself domain. As a first step, we aim at high
quality terminology extraction of nominal candi-
dates, as these describe the objects of the domain,
followed by the extraction of verbal items and
verb+complement patterns before we bring them
together to build up partial ontologies of the do-
main. This paper describes strategies to reduce
noise in nominal term extraction.

We consider single-word terms and multi-word
terms, but focus on the latter because the extrac-
tion of multi-word terms (MWTs) is more diffi-
cult. As they are of variable length it is in many

cases nontrivial to ensure the correct span of the
term. We aim at extracting noun phrases (NPs)
of different levels of complexity, such as adjective
and noun combinations as well as NPs containing
a genitive or prepositional modifier.

Nominal terms may contain embedded preposi-
tional phrases (PPs), such as in example (1).

(1) Bohrer mit Diamantspitze1

(drill with diamond bit)

However, we do not want to extract PPs that are
not syntactically attached to a term, e.g. because
they are verb-dependent, such as in example (2).

(2) die *Oberfläche mit Leinölfirnis bedecken
(cover the *surface with linseed oil varnish)

Thus, one of the noise reduction steps is to en-
sure that the extracted nominal candidates are syn-
tactically valid, and do not cover too long spans.

There are also cases where the term extraction
may return too short candidates. Sometimes, the
extracted terms only occur as part of bigger terms,
and are not valid on their own, such as in exam-
ple (3).

(3) elektromagnetisch *angetriebene Spritzpistole
(electromagnetically *operated spray gun)

There are both statistical and hybrid approaches
to term extraction (Cabre and Vivaldi Palatresi,
2013). Association measures (cf. e.g. Evert
(2005)) are designed to extract collocations (“unit-
hood”, cf. Kageura and Umino (1996)) and have
been used for terminology extraction, e.g. by
Couturier et al. (2006). However, Roche et al.

1Extracted term candidates are underlined. The * here
denotes wrongly extracted MWT candidates.
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(2004) investigated the use of association mea-
sures for this task and came to the conclusion
that these standard measures are outperformed by
more sophisticated approaches. They do not fo-
cus on domain-specificity (“termhood”) and thus
do not perform better at terminology extraction
than mere frequency based approaches (Pazienza
et al. (2005), confirmed by our own experiments,
where the maximal F1-score obtained with associ-
ation measures is 0.45).

Termhood is addressed through statistical mea-
sures that only use the candidate’s frequency in a
domain-specific corpus (e.g. Frantzi et al. (2000)),
as well as by measures based on a comparison of a
candidate’s frequency in a domain and in general-
language corpora (cf. Ahmad et al. (1992) and
section 2.3). However, among others due to data
sparseness in small size specialized corpora, both
approaches perform much better on single-word
terms (SWTs) than on MWTs.

Most hybrid systems (linguistic pattern-based
search for candidates plus statistical ranking) of-
ten do not address variable length and syntactic
validity satisfactorily (with a few noteworthy ex-
ceptions, cf. for example Chen et al. (2008)):
part-of-speech (POS) sequence patterns are typ-
ically flat and cannot identify phrase boundaries
and grammatical functions (cf. example (2)). As
the POS patterns do not model phrase structure,
they may cut off essential parts from a multi-word,
returning unattested candidates (cf. example (3)).

We address the above issues by means of a
three-step approach which modifies and extends
the classical hybrid scenario: (i) nominal candi-
dates are selected via part-of-speech patterns; (ii)
they are filtered wrt syntactic validity and embed-
ding and finally (iii) ranked according to statistical
measures that involve a comparison between spe-
cialized and general-language corpus. The system
with which we experiment extracts lemma com-
binations, morphosyntactic properties and text-
specific metadata. Our method is evaluated on a
2.7 million word corpus of German do-it-yourself
(DIY) instruction texts against a gold standard.

The main contributions of this paper are a study
on the suitability of standard statistical measures
for the extraction of nominal single- and multi-
word terms, as a basis for further adaptations and
methods to improve the noise-silence ratio, based
on experiments with linguistic filters (we use pars-

ing information to ensure the MWE is a valid nom-
inal phrase (NP)), and experiments on the com-
bination of statistical measures. We believe that
the methods we propose are generalizable to other
domains of specialization and to other languages.
More experiments will however be needed to con-
firm this.

2 Improving term extraction quality

In the present work, we only deal with nomi-
nal candidates. To maximize recall on (compara-
tively) small specialized corpora, we use POS pat-
terns that account for basic terms2 (N, Adj N, N P
N, N D Ngenitive) and for their potential variants
(step (i) in the summary above). The set of pat-
terns is described by the regular expressions given
below.

– (Adv? Adj? Adj)? N
– (N D)? (Adv? Adj)? N P D? (Adv? Adj)? N
– (Adv? Adj)? N D (Adv? Adj)? Ngenitive

These patterns are flat and thus do not ade-
quately represent syntactic structure. In particular,
they cannot distinguish between cases (a) where
NP and PP are sister nodes vs. (b) where the PP
is embedded in the NP (cf. examples (1) and (2)
above). Thus, step (ii) is added to remove noise:
we exclude items from our candidate set which are
syntactically invalid (too long ones) by checking
phrase boundaries and we use the C-value score
(Frantzi et al., 2000) to remove too short items,
i.e. those occurring only embedded in other can-
didates. In step (iii) we combine statistical mea-
sures to rank the selected candidates by domain
specificity.

2.1 Ensuring syntactic validity

Candidates covering too long spans typically oc-
cur when part of the extracted MWT is actually
attached to the verbal phrase, e.g. in example (4)
and example (5).

(4) die *Schablone mit Farbe besprühen
(spray the *template with paint)

(5) ein *Loch in die Wand bohren
(drill a *hole into the wall)

2POS tags: N-noun, Adj-adjective, P-preposition,
Adv-adverb, D-determiner.
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We filter these by using the dependency parser
mate (Bohnet, 2010) to find start and end points of
NPs.3 This parser was chosen because, in the long
run, we aim at relation extraction based on syntac-
tic functions. Moreover, mate has been shown to
produce the highest accuracy in a recent evalua-
tion of the currently available dependency parsers
(Choi et al., 2015). We are aware that mate has not
been optimized to solve the PP attachment prob-
lem and that there is no evaluation on specialized
text available yet (cf., however, Zollmann et al.
(2016) on a partial evaluation).

The boundary violation filter works as follows:
If an instance of a MWT candidate comprises two
sister phrases, i.e. if the POS sequence identified
goes beyond the end point of an NP, it is not
counted as a valid occurrence of the respective
lemma sequence. As an example for a violation,
consider the following MWT candidate where
‘ein Loch’ and ‘in die Wand’ are sister phrases
(‘ein Loch in die Wand bohren’ (drill a hole
into the wall), (5)), whereas in the example (6)
(‘Bohrer mit Diamandspitze benutzen’ (use a drill
with diamond bit)) there is no violation.

(5) VP

NP

ein Loch

PP

in die Wand

V
bohren

(6) VP

NP

N
Bohrer

PP

mit Diamantspitze

V
benutzen

The candidate sequence is not removed from
the list of possible candidate terms, as other oc-
currences might not have been analyzed as violat-
ing syntactic boundaries. The filter is thus a “soft”
one as it only affects the frequency of the lexeme
combination candidate. We also experiment using
a “hard” filter, where the lexeme combination can-
didate is removed altogether.

3In the current experiments only for subject and object
phrases.

2.2 Filtering out invalid embedded phrases
An example to show the necessity for an accurate
treatment of nested terms was found in our extrac-
tion result: ‘zugängliche Stelle’ (accessible place)
and ‘schlecht zugängliche Stelle’ (poorly accessi-
ble place). It should be obvious that from occur-
rences of the latter term we do not want to extract
the former.

Thus, with nested MWEs, not all fragments of
a longer expression might be suitable candidate
terms. C-value (Frantzi and Ananiadou, 1996)
identifies embedded sequences as valid units un-
der the following condiditons: (a) the embedded
sequence also occurs on its own; (b) the embed-
ded sequence occurs in lexically diverse longer se-
quences. The C-value for a candidate term a is
defined as in formula 1.

C(a) =

(
log2 |a| ⇤ f(a) if a not nested

log2 |a| ⇤ f(a)−
P

b2Ta
f(b)

P (Ta)
otherwise

(1)
|a| = term length of a (number of words)
f(.) = frequency in the domain corpus
Ta = set of longer candidate terms that contain a
P (Ta) = number of these longer candidate terms

Furthermore, C-value reflects the idea that
longer sequences have a tendency to be more
(domain-) specific than shorter ones.

Based on this, we consider German noun com-
pounds as pseudo-MWEs and compute the term
length |a| from formula 1 by using the result of
compound splitting as produced by the compound
splitting tool COMPOST (Cap, 2014) (cf. for-
mula 2).

termlength(a) =
X

w2a
(1 + log(cslen(w))) (2)

w = a word
cslen(w) = number of compound elements in w

Frantzi and Ananiadou (1996) propose C-value
as a termhood measure using only the frequencies
in the domain corpus; thus, most general-language
noise cannot be filtered out. We therefore sug-
gest to use C-value as a corrected frequency and
to combine it with further statistical measures.

2.3 Ranking by domain-specificity
In section 4, we will compare the following sta-
tistical measures designed to rank candidate terms
by domain-specificity. A detailed description of
these measures is given in Schäfer (2015). As
these measures place general-language candidates
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at the bottom of the list, a selection of top candi-
dates shows a reduced amount of noise. The mea-
sures are defined as follows using the domain fre-
quencies f , the general-language frequencies F as
well as the sizes of the corpora: s for the domain
corpus and S for the general-language corpus.

• Weirdness ratio for domain specificity (DS)
(Ahmad et al., 1999): Identifies domain-
specific terms by the ratio of the relative fre-
quencies in the domain and in general lan-
guage as in formula 3.

Weirdness =
f/s
F /S

(3)

• Corpora-comparing log-likelihood (LL)
(Rayson and Garside, 2000): Identifies
units with significant frequency differences
between the two corpora by formula 44.
Note that this version of LL differs from the
standard log-likelihood collocation measure.

LL = 2

✓
f ⇤ log

✓
f

Ef

◆
+ F ⇤ log

✓
F

EF

◆◆

(4)

With Ef =

s⇤(f+F )
s+S and EF =

S⇤(F+f)
S+s .

• Contrastive Selection via Heads (CSvH)
(Basili et al., 2001): Computes the domain-
specificity of a multi-word candidate (ct) us-
ing a contrastive filter based on the general-
language frequency of its head (h(ct)) by for-
mula 5.

cwct = log(fh(ct)) ⇤ log(
S

Fh(ct)
) ⇤ fct (5)

• Term Frequency Inverse Term Frequency
(TFITF) (Bonin et al., 2010): Combines the
term frequency in the domain corpus with
the inverse term frequency in the general-
language corpus as in formula 6.

wt = log(f(t)) ⇤ log S

F (t)
(6)

4As the LL formula is obviously symmetric in the two
corpora, we multiplied the result for candidates by �1 if their
relative frequency in the domain is smaller than the one in
general language, in order to place candidates with a signifi-
cantly high general-language frequency at the bottom of the
list.

• Contrastive Selection of multi-word terms
(CSmw) (Bonin et al., 2010): Applies a con-
trastive filter using the general-language fre-
quency including an arctan scaling to reduce
variation in low-frequency candidates as in
formula 7.

CSmw(t) = arctan(log(f(t)) ⇤ f(t)

F (t)/S
)

(7)

3 Evaluation setup

Tool. We used the TTC5 (Terminology extraction,
translation tools and comparable corpora (2010-
2012)) term extraction research prototype (Gojun
et al., 2012), a standard hybrid tool that com-
bines linguistic preprocessing with statistical mea-
sures, which has recently proven to outperform
SDL MultiTerm6, a purely statistical commercial
state-of-the-art tool (George, 2014).

The pipeline involves the following compo-
nents:

candidate

term

list
corpus

pre−

processing

pattern

search ranking

Figure 1: Term extraction pipeline

• Preprocessing:

– Tokenization: sentence and word form
delimitation and markup;

– Word class tagging and preliminary
lemmatization: annotation by means of
the RFTagger (Schmid and Laws, 2008),
including an annotation as “unknown” of
word forms absent from the tagger lexi-
con;

– Lemmatization: specific treatment of
the word forms absent from the tag-
ger lexicon, with a view to guessing
their lemma and part of speech, by use
of word form similarity, inflection-based
rules and compound splitting.

• Pattern-based term candidate extraction:
use of simple as well as extended POS-based
patterns to identify term candidates;for the
patterns used see section 2.

5TTC-project: http://www.ttc-project.eu/
6
http://www.sdl.com/de/cxc/language/

terminology-management/multiterm/
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# tokens text
62,131 do-it-yourself handbook
6,868 encyclopedia entries
5,150 list of FAQs with answers

15,104 tips and tricks for do-it-yourselfers
35,302 marketing texts

2,160,008 user generated project descriptions
444,381 user generated wiki content

2,728,944 total DIY corpus

Table 1: Number of tokens in the domain corpus

• Ranking:
sorting of the candidate lists produced by the
preceding step, according to different mea-
sures (cf. section 2.3).

Domain corpus. We use a corpus of expert
and user-generated German texts from the DIY-
domain, consisting a.o. of manuals, practical tips,
marketing texts and project descriptions (cf. ta-
ble 1). This corpus is highly heterogeneous since
the domain texts were acquired by various meth-
ods resulting in fundamentally different types of
texts. The texts also differ with regard to the level
of expertise of the author and the intended reader.
Some texts are written by a domain expert as in-
structions for users and some are user-generated
context.

As the texts differ wrt authorship and text style,
several statistical measures are implemented in or-
der to identify different properties of terms provid-
ing multiple lists of term candidates. A domain
expert can then select the most relevant lists for
the construction of a terminological representation
of the domain language. For the experiments pre-
sented in this work we treated the corpus as a sin-
gle unit. A source identifier was included as meta
data annotation. In future work on a larger ver-
sion of the corpus, subsets by text type and au-
thor/intended reader may be analyzed separately.

General-language corpus. We use the
SdeWaC corpus (Faaß and Eckart, 2013) as a
general-language corpus. It consists of 880 mil-
lion tokens. This corpus was chosen since its sen-
tences are a broad collection of German web texts
supposed to provide a statistically representative
distribution of words in general language. 7

7An alternative source would be Wikipedia, as it covers a
broad variety of specialized topics.

POS pattern number example
N 4,238 Kreissäge

(circular saw)
Adj N 604 thermische Zersetzung

(thermal decomposition)
N P N 148 Bohren von Dübellöchern

(drilling of dowel holes)
N D Ngen 107 Viskosität der Farbe

(viscosity of the paint)

Table 2: Terms in the gold standard

Gold standard. A gold standard (GS) has been
developed for the basic POS patterns (cf. section
2) which we take to capture the core terminology
of the domain. Lemma sequences with a minimum
frequency of four were extracted from the domain
corpus matching these patterns. The gold standard
contains those terms which were marked as terms
by at least two out of three independent annotators
carefully following defined guidelines (George,
2014). This process of creating a gold standard
is based on the concept of monolingual reference
lists (cf. Loginova et al. (2012)). Our gold stan-
dard contains 4,238 SWTs (nouns including com-
pounds) and 826 MWTs (cf. table 2). This distri-
bution is due to the fact that we derived the gold
standard from the available text data and not e.g.
from a test suite. Moreover, the frequency cut-off
of four removed many MWT from being consid-
ered for the gold standard. As German compounds
“count” as SWT, the MWT number is compara-
tively low. Our statistical methods are however
also applied to compounds (cf. section 2.3). The
inter-annotator agreement8 ranges between mod-
erate and substantial agreement, depending on the
pattern. For multi-words, the kappa is 0.59 (mod-
erate agreement) which is satisfactory considering
the imbalanced distribution of categories.

4 Evaluation of noise reduction steps

4.1 Comparative evaluation of statistical
measures

We compare the suitability of the measures men-
tioned in section 2.3, as a basis for further adjust-
ments. The measures DS and CSmw seem to be
the most suited overall (cf. figure 2), while TFITF

8We compute Fleiss’ kappa (Fleiss, 1971).
Interpretation according to (Landis and Koch, 1977).
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term freq f-rank DS-rank TFITF-rank CSmw-rank
Drehmomentvorwahl (torque pre-selection) 33 2,344 65 314 67
Bohrer (drill) 1,094 44 158,094 40 2,554
Mutter (screw nut/mother) 510 133 216,341 2,276 38,036

Table 3: Ranked candidate term examples
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CSvH TFITF
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Figure 2: Statistical measures for term extraction

produces superior results only for very short can-
didate term lists. CSmw achieves a maximum
F1-score of 0.59 (48% precision and 77% recall)
which is an improvement of 20 % over the sim-
ple frequency baseline. For very short lists TFITF
achieves a precision of above 80%, for example
84% in the top 150 extracted candidates where
other measures barely reach 70%. In the follow-
ing we analyze these observations in detail and il-
lustrate the reasons with examples from the ex-
traction result as presented in table 3. This ta-
ble shows in columns from left to right: extracted
terms, their frequency in the domain corpus and
their rank in the result lists according to the mea-
sures frequency, DS, TFITF and CSmw.

Sorting the candidates by their DS-value shows
a high density of highly domain-specific terms
at the top. For example, ‘Drehmomentvorwahl’
(torque pre-selection) on rank 65 (out of 226,715
candidates). DS seems to strongly focus on very
specialized terms of the domain texts which do not
occur in general language, or only with very low
frequency. However, as a consequence it misses
important domain terms which also occur with a
moderate frequency in general language. For ex-
ample the term ‘Bohrer’ (drill) which is essential
for the domain (domain corpus frequency: 1,094)
is only on DS-rank 158,094. This shows that the
DS-value approach is not suitable to provide a list

of important terms in the domain, but rather to
identify its very specialized terms.

The TFITF-measure determines termhood by
including the domain corpus frequency of a can-
didate term logarithmically (cf. formula in sec-
tion 2.3) - unlike the DS-measure which uses
it relatively. As a result several top candidate
terms of the TFITF list are of a different kind
than the best DS terms. For example, the above-
mentioned term ‘Bohrer’ (drill) is now at rank 40.
TFITF even puts the candidate ‘Mutter’ (screw
nut/mother) which, due to its homography, is hard
for a terminology extractor to identify as a term,
at rank 2,276; this is acceptable, considering that
there are 5,097 terms listed in the gold standard.
The measure puts a stronger emphasis on the do-
main corpus frequency producing a considerable
amount of noise in form of general-language can-
didates, which explains its rather mediocre over-
all performance. We thus suggest to use TFITF
to extract a relatively small set of terms with a
very high precision, for example for bootstrapping
approaches or for an ontology learning which not
only focuses on special technical terms of the do-
main but rather on its key topics.

The results acquired by the measure CSmw are
in between TFITF and DS. It also gives more em-
phasis to the domain corpus frequency of a candi-
date term than DS, however not as much as TFITF.
In the statistical analysis this approach reached the
best overall F-scores. The CSmw-measure identi-
fies the same top terms as the DS-measure, namely
those which are highly domain specific and rare in
general language, for example: ‘Drehmomentvor-
wahl’ (torque pre-selection) on rank 67. Further-
more, it ranks comparatively high the essential ob-
jects of the domain which are also used in general
language, for example: ‘Bohrer’ (drill) is on rank
2,554. Consequently, the measure also produces
some noise (as TFITF does) which is why it does
not outperform the DS-measure. The ranking by
CSmw turns out to be the most recommendable for
a general terminology extraction which focuses on
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Figure 3: Statistical measures for MWT extraction

technical terms as well as on essential objects of
the domain.

While LL outperforms the frequency baseline,
for our domain it has proven to be one of the
weaker measures and we could not identify any
further useful characteristics.

The unsatisfactory result of the ranking by
CSvH is based on its strong emphasis on MWTs
which have a head with a very high domain cor-
pus frequency. Thus, the result lists show many
general-language candidates at their top which is
why the measure underperforms the baseline.

The above results were obtained from an eval-
uation of a mixed set of SWTs and MWTs. A
separate analysis of the MWT extraction (cf. fig-
ure 3) shows that the two best-performing mea-
sures (DS and CSmw) achieve an F1-score of only
about 0.49 (recall 64%, precision 40%). In com-
parison, the maximum F1-score for the extraction
of single-word terms was about 0.65. The low per-
formance of the MWT extraction is due to the fact
that this task also includes the determination of
the right length of the MWT and therefore leads
to more noise (in total approximately 80% noise
in the MWT candidates selected by the basic POS
patterns). Thus, a further filtering of the multi-
word candidates is necessary.

4.2 Effect of C-value

Out of the 226,715 items that follow our extended
patterns (frequency ≥ 1), C-value successfully re-
moves 58,491 cases of noise that only occur em-
bedded (25.8%). In our GS-based evaluation, C-
value outperforms mere frequency, as shown in
figure 2 in the extraction of the basic term patterns.

candidate term freq C-value
Band 301 296.50
Klebeband 376 707.33
doppelseitiges Klebeband 117 342.00

Table 4: Comparison of frequency to C-value

The positive effect of C-value is illustrated with
a few examples in table 4. The frequency of oc-
currence in the domain corpus of the first can-
didate term ‘Band’ (tape) is relatively similar to
the one of the second candidate ‘Klebeband’ (ad-
hesive tape). They are both single-word nouns
and thus would be considered almost equally as
terms for the domain. After applying the C-value
approach however their termhood values differ
clearly with ‘Klebeband’ having a value twice as
high as the value of ‘Band’. This mainly fol-
lows from the term length computation based on
the number of components of compounds (‘Kle-
beband’ is a compound with two components:
‘kleben’ (to glue) and ‘Band’). Furthermore, the
frequency of ‘doppelseitiges Klebeband’ (double-
sided adhesive tape) is only approximately a third
of the frequency of the single noun ‘Klebeband’.
The C-value method here also rewards the length
of the multi-word and computes a value that is half
of the C-value of the single noun despite the much
lower absolute frequency of ‘doppelseitiges Kle-
beband’. Note that the termhood value of ‘doppel-
seitiges Klebeband’ is also greater than the value
for ‘Band’ even though it has a lower frequency.
This shows that the fine-grained measurement of
the length characteristic of candidate terms includ-
ing a special treatment for compounds is beneficial
for terminology extraction.

However, it has to be noted that the ranking of
candidate terms by C-value alone is not sufficient
for term extraction, as extracted top lists with a
recall of greater than 50% still contain a consider-
able amount of noise (at least 78%), mostly in the
form of general-language candidates.

We found that CSmw, one of the best-
performing measures in the comparative evalua-
tion, improves when domain-specificity is com-
puted on C-value instead of frequency (CSmw+C-
plot in Figure 3, maximum F1-score 0.51). This
is due to C-value’s sensitivity for nested terms
which is combined with the domain-specificity fil-
ter from CSmw.
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Figure 4: Syntactic validity filter for N P N extraction

4.3 Effect of phrase boundaries

As the syntactic filter only affects POS sequences
with prepositions whose proportion in the GS is
rather small, the effect of phrase boundaries (PBs)
cannot be shown in Figure 3 and was thus tested
in two other settings. First, we evaluated against
the 107 N P N terms in the gold standard. Figure 4
shows the effects of applying the “soft” filter (fre-
quency adjustments, section 2.1) and the “hard”
filter (candidate removed altogether) on the F1-
score. Both filters clearly improve the standard
extraction based on CSmw. However, the filter af-
fects more than just the terms in the GS (17,4%
of all NP+PP candidate occurrences affected) and
we would like to observe the effects on all variants
of prepositional patterns. Thus, in a precision-
based evaluation, we ranked the MWT candidates
by the number of times they violated the syntac-
tic filter and manually checked, for the top 500
removal candidates, whether the removal was jus-
tified. The result, as shown in Table 5, indicates
that the quality of the parser output is sufficient to
predict syntactic validity: the overall precision for
these top 500 candidates was 83%.

Top n 50 100 150 200 250
Precision 0.76 0.75 0.78 0.81 0.81
Top n 300 350 400 450 500
Precision 0.82 0.83 0.82 0.82 0.83

Table 5: Top-n manual plausibility check for “hard”
filter

5 Conclusion and future work

We presented three steps to remove noise and to
increase performance in nominal terminology ex-
traction. We also suggested a combination of sta-
tistical measures that is particulary suitable for this
task: Our best setting has proven to be a com-
bination of C-value and CSmw, together with a

syntactic validity check. A qualitative analysis of
the extraction results showed that different term-
hood measures emphasize different characteristics
of terms, as their top lists differ. Therefore, a com-
bination of statistical measures can also be con-
sidered for further improvements, instead of only
focusing on one single best performing measure.
One could for example think of ways to combine
the top lists of a set of best-performing measures,
or try an approach that combines or ranks different
scores of certain measures in one formula. Future
work will also be based on English data where we
will evaluate further steps to improve term extrac-
tion results, e.g. by combining the termhood mea-
sures also with association measures and by fur-
ther improving the syntactic analysis through the
use of an additional constituency parser. A further
objective of this work will be to assess the gener-
ality of the approach on different domains.
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Abstract

This paper describes a help system for le-
gal document searching. The proposed ap-
proach relies on creating specific annota-
tions over a corpus of documents. A tool
has been built which implements the visu-
alization of annotations, texts and semantic
resources, the creation of annotations and
their collation in resources. A search engine
has been implemented as well to query the
set of annotated documents in order to an-
swer user questions.

1 Introduction

This paper presents a system intended to facili-
tate the access to French legal documents. Given
the huge amount of existing legal documents, we
developped a document search system for non
lawyer users (trade unionist, human resources
manager, etc.) to find relevant information in the
overabundance of documents. Even if there are le-
gal databases and law data Banks for the French
law, most of them target professional users, so
they are hard to access for the non lawyer user.
Our system should be a base to make the docu-
mentation more accessible to non lawyers. The
domain of experiences is restricted to the Code du
Travail (labour code) and collective labour agree-
ments.

The proposed approach relies on creating spe-
cific annotations over the reference documents.
“Annotation” is used here in an NLP sense (a spe-
cific mark in the text) and not in its legal sense (a

⇤This work is part of the program "Investissements
d’Avenir" overseen by the French National Research Agency,
ANR-10-LABX-0083

comment mainly based on jurisprudential cases).
The work relies on the textual annotation standoff
format defined by the Brat tool ((Stenetorp et al.,
2012b; Stenetorp et al., 2012a)) which has been
used in particular in the BioNLP domain. The ap-
proach is supported by a tool that we have built,
which allows user to annotate documents with our
different kinds of annotations and to query the set
of documents and annotations. The tool thus en-
ables user to rapidly find answers to a legal ques-
tion in the domain.

General ideas are illustrated with an example
where our approach may help a user to extract the
most relevant legal excerpts for his problem. Con-
sider the case of a professional newsman which
regularly works for a journal as a freelance, so he
is paid by the piece. Suddenly the journal ceases
giving him work. He wants to know if he has some
right to an indemnity. The base document to query
is the labour code, which is 1800 pages long. This
use case is cited as an example all along the paper,
and is specifically considered in section 6.

The rest of the paper is divided as follows. In
section 2, the approach is positioned with respect
to other approaches for the access to legal docu-
mentation. Section 3) presents the types of an-
notations that have been defined in order to give
an account of legally significant properties of the
text. The OMTAT tool which has been built to vi-
sualize, explore or add annotations is described in
section 4. Section 5 is specifically devoted to the
query engine. The 6th and last section contains a
short description of the use case.
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2 Accessing Documentation in the legal
Domain

2.1 Information Retrieval

Information Retrieval in the legal domain consists
in retrieving law articles and case law decisions re-
lated to a given subject matter. The search can be
by reference, for instance the “Loi Aubry” or “loi
sur les 35 heures” (35hours working week law). It
can also be a search of keywords in plain text, or
in some specific sites of a previously defined struc-
ture. Advanced search options allow to search by
document descriptors (previously annotated with
the help of semantic ressources, like a thesaurus).

Major law-editors (Dalloz1, Editions Francis
Lefebvre 2, Lamy3 , Lexis-Nexis4) offer to clients
a large quantity of documents and an engine cus-
tomized for their documents and their descriptors.
Their services are accessed mostly by profession-
als, due to their commercial offers. Some smaller
law editors make available, in the Code du Travail
domain, mementos and/or fact-sheets that can be
bought by non-lawyers economic players (named
NLEP in the following): trade-unionists, human
resources managers, managers of small business,
etc. NLEP can then refer back to these sum-
maries to answer practical questions. Our present
approach proposes to make sources of law avail-
able for NLEP, through a semantic and structural
search in documents which have been previously
semantically and structurally annotated.

2.2 Semantic Approach

Information Retrieval in the legal domain has re-
cently interested the academic community. (Berry
et al., 2012) consider how different language mod-
els of the collection succeeded or failed to be used
by domain specialists, (Mimouni, 2015) studies
two approaches for querying a collection, viewed
as a network of documents. The first is based on
Formal Concept Analysis, the second on semantic
web technologies, namely an ontology to annotate
the collection and Sparql to query it.

In a semantic approach as the one adopted here,
semantic resources, i.e. ontologies, thesauri or ter-
minologies in the legal domain, play an important

1http://www.editions-dalloz.fr/
2http://www.efl.fr/
3http://www.wkf.fr/accueil.html
4http://www.lexisnexis.fr/

role. Resources of this kind exist but, due to busi-
ness reasons, they are mostly not public.

Among public thesauri, EuroVoc is a multilin-
gual thesaurus produced by the European Union5.
It describes the terminology used by the different
domains of activity of this Union and is available
in twenty three languages. It is used, among oth-
ers, by the European Parliament, the Publications
Office of the European Union, some national and
regional parliaments in Europe, as well as by na-
tional administrations and private users in differ-
ent states, some members of the Europeaan Union
and some not members.

Jurivoc6 is a public, trilingual thesaurus used
in the Swiss Confederation. It was produced by
the Swiss Federal Court and the Insurance Federal
Court.

These resources cope with domains other than
the labour code and cannot be used as such for an-
notating the French Code du Travail. A terminol-
ogy of French employment law is in construction
by one of the authors who is a legal expert. Cur-
rently the built terminology is restricted to the use
case. It allows to create a set of terminological
annotations.

2.3 Standard based Initiatives

XML (eXtensible Markup Language) is a meta-
language allowing to define for a particular do-
main a set of semantic and structural marks. Sev-
eral XML standards have been defined for the
encoding of legal documents, like MetaLex and
AkomaNtoso.

• MetaLex has been devised by the CEN as a
Workshop Agreement which standardizes the
way in which sources of law and references
to sources of law are to be represented in
XML. It involves an Open XML Interchange
Format for Legal and Legislative Resources,
so as to avoid locking a client to a provider
(Boer et al., 2008).

• AkomaNtoso (Palmirani et al., 2005) defines
a set of simple technology-neutral electronic
representations in XML format of parliamen-
tary, legislative and judiciary documents.

5http://eurovoc.europa.eu/drupal/?q=fr
6http://www.bger.ch/fr/index/juridiction/jurisdiction-

inherit-template/jurisdiction-jurivoc-home.htm
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Note that XML standards are not exclusive of
our approach, for semantic and structural markups
can be converted into annotations. An advantage
of our approach is the possibility to create rela-
tional annotations, that is annotations bearing on
other annotations which are difficult to represent
in XML.

3 Annotations

From a NLP point of view, an annotation links
data to a text fragment or to other annotations.
The data can be of many kinds, syntactic (POS,
grammatical roles, etc.), semantic (lexical en-
try, terminological element, ontological entity,
anaphora. . . ), discursive (focus, concession, re-
striction, emphasis, etc.), and free comment. The
text fragment can be all in one segment, or can in-
volve several segments. In our approach as in most
works focussed on technical contents, the annota-
tions considered have constrained data (enumer-
ated a priori in a closed list). The text fragments
to which they are attached can be made of separate
pieces, and they can be structured by other (lower
level) annotations.

Different kinds of knowledge help legal texts
users to search in the text, and so OMTAT uses
different types of annotations to reflect the partic-
ular role of each.

Keywords (named AnnotationK) are exact de-
nominations (except morphological varia-
tions) which have a specific meaning in the
domain and can be by themselves a clue.
For instance, Partie (Part), Titre (Title7),
Chapitre (Chapter) Article (Article) are key-
words : using a synonym of Part as Fragment
(Fragment) is impossible, as the meaning of
these words is only defined by the hierarchy
in the table of contents. Note that the heading
of a division is under the scope of the relevant
keyword and is attached as an attribute of the
annotation.

Terms (named AnnotationT) represent significant
entities of the domain. Terms can be sup-
ported by words or multiwords, but their sig-
nificance relies on the attached meaning, rep-
resented in the term-annotation label. Note

7In French law, Title is a level in the hierarchy of divi-
sions, not to be mistaken for the text of a heading of any level,
named its title

that different words may receive the same
meaning and that, most often, one of them
is chosen to represent this meaning. In the
Code du travail , salaire , sanction or contrat
de travail are terms (the meaning of the first
can also be supported by e.g. traitement , ap-
pointements , paie). As in many domains, le-
gal terms are often gathered in specialized re-
sources like terminologies or ontologies.

Relations (named AnnotationR) allow to link two
terms by a specific relation. For instance,
an authority_for relation links entreprise de
presse to journaliste in Est journaliste pro-
fessionnel toute personne qui a pour activité
principale, régulière et rétribuée, l’exercice
de sa profession dans une ou plusieurs entre-
prises de presse et en tire l’essentiel de ses
ressources (Is a professional journalist any
person whose main, regular and paid activity
consists in exercising his profession in one or
more newspaper companies and who obtains
this way the main part of its resources).

References (named AnnotationL) annotations
mark fragments which refer to other frag-
ments of a legal text, most often with the
help of a standard identifier, e.g. La pré-
somption de salariat prévue à l’article L.

7121-3, or: Lorsque le travail du journaliste
donne lieu à publication dans les conditions
définies à l’article L. 132-37 du code de la

propriété intellectuelle. When the reference
is relevant for the question at hand, the text
under consideration must be extended with
the fragment referreed to by the annotation.
Three main specific relations can link an
annotation to a reference : defined_in,
decided_in, mentioned_in

Events (named AnnotationE) link sets of argu-
ments around a central predicate, the trig-
ger. For instance, in Le salaire perçu par un
mannequin pour une prestation donnée (The
salary received by a model for a given perfor-
mance), the trigger of the event is perçu , its
theme is salaire , its agent is un mannequin
and its cause is une prestation donnée .

Context (named AnnotationC) annotations cover
a possibly large fragment having a functional
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Figure 1: Main annotation view

role by which interpretation has some speci-
ficity. In the Code du Travail, context an-
notations correspond to entities in the ta-
ble of contents, because the functional view
is reflected in this table. For instance, ar-
ticle L7111-3 states Si l’employeur est à
l’initiative de la rupture, le salarié a droit à
une indemnité qui ne peut être inférieure à
la somme représentant un mois, par année
ou fraction d’année de collaboration, des der-
niers appointements8. It cannot be accurately
understood without accounting for its posi-
tion: in the legislative part, part VII (Rules
specific to some professions), Livre 1 Title
1 (journalists), Chapter 2 (employment con-
tract) Section 2 (breach of contract) - hence
“the salaryman” need to be a professional
journalist. Note that, in other texts as case law
decisions for instance, judgments have func-
tional parts which remain implicit, while they
must nevertheless be recognized.

Terms, relations and events have been widely
used in the BioNLP challenge, thanks to the outer
encoding provided by the Brat tool9 ((Stenetorp et
al., 2012b; Stenetorp et al., 2012a)). Other annota-

8Translation: If the breach is initiated by the employer, the
salaryman has a right to an indemnity which cannot be less
than the amount of money representing one month per year
of fragment of a year of collaboration, of the last salary

9http://brat.nlplab.org/about.html In the Brat tradition,
Terms are named Types

tions use the same kind of encoding and have been
devised for the specific needs of legal annotation.

4 OMTAT Tool

In this section, we present the OMTAT (One More
Text Annotation Tool) system, built as an E4
Eclipse application to implement annotations as
described above. Many functionalities have been
defined to create and/or visualize different annota-
tions. The main window involves four views (see
fig 1):

• Text view: it shows the text of the document
(and its name). All the annotations are em-
phasized with different text colors according
to their type.

• Semantic resource view: it shows the seman-
tic resource (a thesaurus or an ontology). Any
semantic resource in SKOS format or OWL
format may be loaded. A SKOS semantic re-
source may be enriched when an annotationT
is created and its semantic value does not ex-
ist in the resource. A OWL semantic resource
cannot be modified. In the figure, the seman-
tic resource is a thesaurus. It is built on the
labour code and restricted to the use case.

• Text annotation view: it displays all the an-
notations defined on the document showed in
the text view. A click on an annotation selects
the corresponding text in the text view.
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• Annotation graph view: it shows the selected
annotations in the form of a graph which
nodes correspond to values and edges corre-
spond to labels.

Other global functionalities include:

• Text and sets of annotationK(s) may be
extracted from XML files provided that
markups are defined in a configuration file.

• A semantic resource provided with preferred
labels may be cast on a text to create termi-
nological annotations (AnnotationT).

From the annotation point of view, OMTAT has
common points with well known tools, GATE 10

(Cunningham, 2002; Cunningham et al., 2011)
and BRAT11 (Stenetorp et al., 2012b), but has
also significant differences. GATE considers one
single category of annotations of the form (type,
span, features) ; the type is a single word, fea-
tures are key-value pairs. Gate can model struc-
tured annotations with the help of a “constituent”
feature which records lists. GATE documentation
states that “No special operations are provided
in the current architecture for manipulating con-
stituents” 12. After version 7, the provided library
allows modeling relations through a members[]
array13. The 8.1 basic version does not offer a user
interface to manually add relations as it does for
plain annotations. A search tool locates the next
occurrence of a string or regex and can restrict the
search to the scope of existing annotations.

Brat has three categories of annotations: types,
relations and events. Types are the basic blocks
associating a (possibly discontinuous) portion of
text with a type. A Relation involves two typed
annotations and a labelled link. An Event is made
of a main typed annotation (its trigger) linked
to a variable number of arguments. The last two
can be represented in Gate by relations, but Brat
emphasizes their difference from a user point of
view: the relation need no lexical support (e.g.
there is no lexical link between a bacterium and
the mouth which is its localization) while the trig-
ger of an event is its lexical support and restricts

10General Architecture and Text Engineering,
http://gate.ac.uk

11Brat rapid annotation tool, http://brat.nlplab.org/
12Gate inline documentation, section 5.4.2
13Documentation, section 7.7

possible arguments. Last, Brat is designed to be
used as a centralized collaborative tool through a
web server. Its user interface combines text and
drawings to visualize or add all categories of an-
notations, while the annotation schema is centrally
controlled. A search tool locates annotations of
a given category according to the conjunction of
conditions on their text and on their attributes.

In comparison, OMTAT is a single user tool
under Java as Gate (but Gate has a collaborative
extension). It has the three categories of Bratt,
it can read its standoff format and defines some
more categories to account for the structure of le-
gal documents. It accepts to dynamically manage
semantic resources (Gate also does) and includes a
search engine which is described in the following
section.

5 The Search Engine

An experimental search engine has been devel-
oped for the need of exploring the annotated cor-
pus currently in memory. Its main role is to build
so called w-tuples, tuples of elements (i.e. annota-
tions, sentences and documents) constrained by a
set of conditions. At the engine level, a query has a
simple Select . . .From . . .Where . . . form and
returns s-tuples, tuples of attribute values. For ex-
ample, figure 2 shows a plain graphic interface to
the engine and a query returning the list of pairs
(S.text, Aart.text) where S.text is the text of a
sentence containing a Term annotation Presump-
tion of Salary, and Aart.text is the number of the
article containing the sentence14. The function of
each clause is shortly explained here:

• The From clause provides a set of open (in
memory) documents in which the search will
happen.

• The Where clause describes the form of w-
tuples and the conditions that they must sat-
isfy. For that purpose, every element in the
tuple is named and typed (the type may be an-
notation, sentence or document; for the sake
of conciseness, the first letter of the name
involves the type). Conditions are then re-
lations between attributes of the elements
and possibly constant values. For example,
S.numsent < 5 is a condition requiring that

14Hovering the mouse over truncated sentences shows the
full text. The OK button saves the result.
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Figure 2: The Query view

the element S (a sentence) be at the begin-
ning of the document (in the first five sen-
tences), and A_obj.label = A_agent.label is
a condition requiring that the two elements
A_obj and A_agent (both annotations) share
the same label.

• The Select clause describes what s-tuple
is returned for each built w-tuple. Only ele-
ment.attribute names can be used here, and
all the element names must be defined in the
w-tuples, i.e. used in the Where clause. Any
attribute of a defined name can be used in the
Select. Last, a Distinct modifier allows to
merge identical returned tuples.

For instance, the query
Selectdistinct A1.numsent

From current

Where A1.numsent = A2.numsent

and A1.idannot != A2.idannot

and A1.label = A2.label

returns the sentence number of those sentences in
the current document in which the same label oc-
curs twice.

The different kinds of annotations described in
section 3 are implemented as classes, benefiting

from inheritance. Attributes are provided by a spe-
cific inner mechanism of annotation classes allow-
ing to define computed attributes which are not ex-
plicit in the Brat format (the size of the text, the
number of arguments of an event, etc.). The kind
of annotations is identified by the type attribute.
Some more attributes are common to all anno-
tations, and others are specific to one or several
types. In the present version, common attributes
are the identifier of the annotation, its type, its
label, its size, its start and end position, its sen-
tence number and the identifier of its document.
Other attributes may be for instance the subject
and the object of a relation (type "R") or the di-
vision of a context annotation (type "C"), i.e. the
kind of textual unit (chapter, paragraph) which
defines its borders. Elementary conditions in the
Where clause are only combined by conjunction;
a limited form of disjunction is available through
inequalities and string relations starts with, ends
with.

Parsing provides a control of the query and of its
conditions. Elementary conditions are sorted ac-
cording to the names in their left and right hand
part. w-tuples are then built recursively on the
set of names involved. In the application of con-
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ditions, the validity of many attributes can only
be decided when the type is known; furthermore,
some of them are optional in the type (e.g. the
arguments of an event). So the validity of at-
tributes used by conditions is dynamically deter-
mined while the w-tuples are built.

6 Use Case

6.1 Presentation
We have considered annotation of the French
Code du Travail, which has 4644 articles. In a le-
gal sense, a French Code groups and organizes the
legal and regulatory texts produced along time for
a given domain. Jurisprudential knowledge comes
from other sources. A legal user of this text must
discover as quickly and easily as possible which
fragments are relevant to his problem, and may
have to examine many excerpts.

Following a well established layout of French
codes, we stored each article in a separate doc-
ument which includes a reminder of its position
in the table of content: the document starts with
headings of all levels in the scope of which it
is. At the moment, a small set of annotations
have been marked in the text: Contrat de tra-
vail (employment contract), Journaliste (journal-
ist), Journaliste professionnel (professional jour-
nalist), Présomption (presumption), Rémunéra-
tion (remuneration).

Recall the example legal problem of section 1,
for which our approach may help a NLEP to find
useful excerpts of the labour code answering to his
problem. A freelance journalist used to work for a
newspaper, and at a moment the newspaper does
not ask him anymore article. Being freelance, the
journalist is paid for each provided product (arti-
cle, photograph, drawing, etc..). In the case, he has
never signed any written contract whatsoever. The
stakes are if he has a right to an indemnity.

6.2 A first Analysis
Articles can be selected according to the pres-
ence of annotations Journaliste in the document,
including titles. This yield 336 distinct answers,
due in particular to one of the titles of level Livre ,
which enumerates various professions, so for in-
stance articles about (theater, movies, . . . )-players
are also under this title. Restricting the annotation
to occur in the body of the article reduces to 45 ar-
ticles, 17 of which are in laws and can be focused

on by requiring a K annotation with a Partie Légis-
lative label. Requiring a supplementary annotation
on Contrat de Travail only leaves 5 articles.

Among these, article L 7112-1 states Toute
convention par laquelle une entreprise de presse
s’assure, moyennant rémunération, le concours
d’un journaliste professionnel est présumée être
un contrat de travail. Cette présomption subsiste
quels que soient le mode et le montant de la ré-
munération ainsi que la qualification donnée à la
convention par les parties15. Note also that the sec-
tion is entitled Présomption de salariat (Presump-
tion of wage relation), implying that wages are a
form of payement specifically attached to employ-
ment contracts.

This means that, provided he is a professional,
the freelance is presumed to be governed by an
employment contract and hence to benefit of a
right to an indemnity. The user must enjoy a min-
imal understanding of legal reasoning to supple-
ment this basic information with the help of some
more queries. Namely, he must know that, beside
employment, other kinds of contracts may be rele-
vant in order to “remunerate the support” of some
individual, and that employment contracts them-
selves may have different categories. Searching
for Journaliste and Remuneration annotations in
the same article gives six results,

One of them is L. 7113-3: Lorsque le travail du
journaliste professionnel donne lieu à publication
dans les conditions définies à l’article L. 132-37
du code de la propriété intellectuelle, la rémuné-
ration qu’il perçoit est un salaire16. It means that
it is possible to argue that the payment is of the
kind specific to intellectual property, i.e. an au-
thorship rights remuneration, and not an employ-
ment contract. The conditions of this possibility
are to be found in the Intellectual Property Code.
To maintain the legal complexity inside reason-
able bounds, this path is not followed here.

15Any agreement by which a press company obtains,
through remuneration, the support of a professional journal-
ist, is presumed to be an employment contract. This presump-
tion remains whatever can be the mode and the amount of the
remuneration or how participants qualify the agreement.

16When the work of the professional journalist gives rise to
a publication in such conditions as defined in article L. 132-
37 of the Intellectual Property Code, the remuneration that he
receives is a salary
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6.3 More on the Contract

Every French worker knows that employment con-
tracts belong to one of two categories : contracts
with an indeterminate duration (CDI) or with a de-
terminate one (CDD), and that they do not involve
the same rights. More, article L. 7112-2, one of
the five obtained from the first query, considers a
breach of the CDI, while no mention is made of
a CDD. Definitions can only be found considering
articles which apply to the generic case. Searching
for titles of the highest possible level annotated
with employment contract yields Part 1 (individ-
ual employment relations) Livre II (Employment
contract).

Searching in this Livre for articles annotated
both with CDI and CDD provides two basic texts.
In L. 1221-2 it is stated that the CDI is the default
case: Le contrat de travail à durée indéterminée est
la forme normale et générale de la relation de tra-
vail. Toutefois, le contrat de travail peut comporter
un terme fixé avec précision dès sa conclusion ou
résultant de la réalisation de l’objet pour lequel il
est conclu dans les cas et dans les conditions men-
tionnés au titre IV relatif au contrat de travail à
durée déterminée17. And in L. 1242-12, this is en-
forced by requirements on the form of the CDD:
Le contrat de travail à durée déterminée est établi
par écrit et comporte la définition précise de son
motif. A défaut, il est réputé conclu pour une du-
rée indéterminée18.

7 Conclusion

This article has described the use of different tex-
tual annotations to help legal documents search
take advantage of the document structure. An ex-
perimental use case demonstrates the utility of the
approach. An implementation has been carried out
which allows to explore, query and add annota-
tions. Future work will allow us to deepen the
study of links between semantic annotations and
semantic document search.

17The CDI is the normal and standard form of employment
relation. However, the employment contract may involve an
end date precisely fixed at start or determined by the achieve-
ment of the object in view of which it is decided, in cases and
conditions mentioned in Titre IV related to CDD

18The CDD is set up in writing and contains a precise defi-
nition of its motive. Failing that, it is deemed to be agreed for
an indeterminate duration
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Résumé

Les hashtags sont des mots-clés que les
utilisateurs de réseaux sociaux choisis-
sent de mettre en avant dans leurs mes-
sages. Ils ont été popularisés sur le réseau
social Twitter, qui a permis à ses util-
isateurs de sélectionner des HashTags à
suivre et d’afficher l’ensemble des mes-
sages contenant un HashTag suivi. Ils
sont aujourd’hui utilisés sur les princi-
paux réseaux sociaux, tels que Facebook,
Google+, Diaspora*, et sont un facteur
important de la diffusion de l’information
sur Internet. Dans cet article, nous pro-
posons une méthode fondée sur des in-
formations statistiques, syntaxiques et
sémantiques pour générer des HashTags.

1 Introduction

Avec l’usage grandissant d’Internet, une quan-
tité d’information de plus en plus importante
se trouve à notre disposition. La difficulté
n’est donc plus seulement de multiplier les
ressources auxquelles nous pouvons accéder
mais de trier les informations auxquelles nous
accédons. Pour permettre à ses utilisateurs de
sélectionner le contenu qui l’intéresse, certains

réseaux sociaux, comme Twitter, proposent aux
utilisateurs de sélectionner des HashTags, qui
correspondent à leurs centres d’intérêts et af-
fichent dans leur flux les messages contenant
des HashTags suivis. Les utilisateurs voient les
HashTags contenus dans les messages de leur
flux, et peuvent les ajouter à leur liste de Hash-
Tags suivis.

Toutefois, le choix de HashTags à suivre ou à
utiliser pour indexer un de ses tweets peut être
difficile à réaliser : un HashTag trop générique
va indexer le message dans un flux très im-
portant de données, il ne sera donc pas mis
en valeur alors qu’un HashTag trop spécifique
risque de ne pas être suivi. L’exploitation des
HashTags demande donc un effort plus impor-
tant à l’utilisateur. La création d’un système
automatique de recommandation de HashTags
est donc une solution intéressante pour faciliter
l’accès aux ressources par les utilisateurs.

2 Problématique

2.1 Qu’est ce qu’un HashTag?
Les HashTags sont des termes que les utilisa-
teurs des réseaux sociaux, en particulier Twitter,
choisissent de mettre en avant dans leurs mes-
sages en les faisant précéder du symbole #.
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Un HashTag peut avoir plusieurs significa-
tions. Il peut servir à référencer un tweet par
rapport à un sujet ou à participer à une discus-
sion en cours sur le sujet associé au HashTag
(Huang et al., 2010). Par exemple, les Hash-
Tags #2012, #Elysée, et #Elysée2012 ont servi
à indiquer qu’un tweet évoquait la campagne
présidentielle de 2012. Mais les HashTags ser-
vent aussi à marquer son appartenance à une
communauté ou une idéologie (Conover et al.,
2011). Twitter, pendant les dernières élections
présidentielles en France, a vu se multiplier
des noms de candidats (#Eva pour Eva Joly,
#NS pour Nicolas Sarkozy), des partis (#UMP,
#PS) ou des slogans (#Placeaupeuple) utilisés
comme HashTags.

Récemment, de nombreux travaux ont
montré l’intérêt d’exploiter les HashTags dans
le cadre de tâches de fouille de texte. (Conover
et al., 2011), par exemple, utilisent les Hash-
Tags comme descripteurs pour la classifica-
tion et mettent en avant le fait qu’ils sont
plus pertinents que les autres termes. (Ozdikis
et al., 2012) utilisent les HashTags pour faire
du clustering. Ils montrent que les HashTags
permettent un meilleur partitionnement des
tweets. Ils montrent aussi que l’enrichissement
sémantique pour des tâches de partitionnement
est de meilleure qualité en se fondant sur les
HashTags plutôt que sur les termes. Cela mon-
tre que les HashTags sont des données à la fois
exploitables par des êtres humains et par des
programmes automatiques.

2.2 Comment générer des HashTags?

La recommandation de HashTags est un do-
maine encore peu exploré (Kywe et al., 2012).
La majorité des approches s’appuient sur des
méthodes statistiques, comme (Zangerle et al.,
2011) qui utilisent la pondération TF-IDF ou
(Godin et al., 2013) qui exploitent le modèle

Latent Dirichlet Allocation. Ces approches
se fondent sur l’idée qu’un HashTag contient
une information qui a pour but d’indexer un
tweet par rapport à un sujet. Mais un Hash-
Tag possède aussi une sémantique importante
évoquée dans le tweet. Générer des HashTags
depuis les tweets demande donc de détecter
des termes qui soient à la fois sémantiquement
intéressants et marqueurs d’une opinion ou
d’une appartenance à un groupe. Nous al-
lons, dans cet article, proposer une méthode
à la fois statistique et sémantique, permet-
tant de détecter les termes les plus discrimi-
nants pour l’indexation et les plus intéressants
sémantiquement.

3 Analyse

Pour développer notre méthode de génération
de HashTags, nous avons commencé par anal-
yser les termes utilisés en tant que HashTags
dans un corpus de tweets, et nous les avons
comparé à des termes issus d’une analyse statis-
tique d’un corpus de tweets, et des termes
issus d’une ressource sémantique en rapport
avec notre corpus. Dans cette section, nous
présenterons ces différentes ressources, ainsi
que notre corpus.

3.1 Les ressources utilisées

Pour comprendre quels termes pouvaient être
des HashTags potentiellement intéressants,
nous sommes partis d’un corpus de tweets poli-
tiques, et nous avons comparé les termes utilisés
en tant que HashTags avec des termes statis-
tiquement discriminants, et avec une liste de
termes politiquement clivants, mettant en avant
des opinions politiques. La méthode statis-
tique pour favoriser les termes discriminants
provient d’une méthode appelée GenDesc (Tis-
serant et al., 2014) et la ressource sémantique

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

142



utilisée pour sélectionner les termes politique-
ment clivants provient du GWAP (Game With
A Purpose) PolitIt (Tisserant, 2015).

3.1.1 Le corpus
Pour tester nos méthodes et faire nos

mesures statistiques, nous avons utilisé un sous-
ensemble du corpus POLOP (Political Opinion
Mining) (Bouillot et al., 2012). POLOP rassem-
ble des tweets écrits en français par des élus de
différents partis politiques pendant la campagne
présidentielle de 2012. Nous avons travaillé
sur un sous-ensemble du corpus de 2500 tweets
équitablement répartis entre 5 partis politiques.
Ces mouvements sont l’UMP, le MoDem, le
PS, le Front de Gauche, et EELV. Les tweets
sélectionnés font en moyenne 81 caractères. Le
plus petit tweet fait 31 caractères, le plus long
en fait 140.

3.1.2 GenDesc
GenDesc (Tisserant et al., 2014) est une

méthode que nous avons développée pour
répondre à des problématiques de classifica-
tion de textes. L’objectif de notre méthode est
de détecter les termes les moins discriminants
et de les remplacer par des descripteurs plus
génériques de façon à obtenir une meilleure
représentation en vue de son utilisation par un
algorithme de classification automatique. Nous
utilisons une formule statistique que nous ap-
pelons D pour privilégier les termes les plus
discriminants :

D(x) =

occClasse(x)
occCorpus(x)

où occClasse(x) est le nombre d’occurrences de x dans la

classe qui le contient le plus et occCorpus(x) représente le

nombre d’occurrences de x dans l’intégralité du corpus.

La mesure D s’est révélée pertinente pour
des tâches de classification (Tisserant et al.,

2014). Nous allons montrer comment cette
mesure, en détectant les termes les plus dis-
criminants des tweets, peut être utilisée pour
une tâche de génération de HashTags. Les
classes considérées seront les différents mouve-
ment politiques.

3.1.3 PolitIt
PolitIt est un GWAP qui traite de la “polarité

politique” des termes. Dans ce jeu, une in-
terface propose des termes aux joueurs qu’ils
doivent associer à un des six courants politiques
proposés : Extrême-gauche, Ecologie, Gauche
modérée, Droite modérée, Droite, Extrême
droite. Lorsqu’ils considèrent qu’aucun courant
ne correspond mieux que les autres, ils peu-
vent passer à un autre terme sans donner de
réponse. Les données obtenues grâce aux
parties jouées permettent de rattacher des ter-
mes aux centres d’intérêts des courants poli-
tiques. Par exemple, l’entité nommée Adam
Smith est associée par les joueurs à la droite.
Cela ne veut pas forcément dire que le de-
scripteur représente un concept défendu par le
courant politique rattaché. Par exemple, le
terme nucléaire est rattaché au courant poli-
tique Ecologie. Cela s’explique par le fait que,
bien qu’ils s’y opposent, le nucléaire est un su-
jet de préoccupation important pour les mouve-
ments écologistes. Ces données peuvent donc
être adaptées pour détecter les termes clivants
dans notre corpus de tweets politiques.

3.2 Les termes sélectionnés par chaque
mesure

La Table 1 montre un échantillon des termes ap-
partenant à une des catégories. Les termes de
PolitIt présentés sont ceux ayant le plus grand
nombre de réponses attachant le terme au même
courant politique. Les HashTags mis en avant
sont les plus utilisés dans le corpus. Les ter-

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

143



mes en provenance de GenDesc sont ceux ayant
la valeur de la mesure D la plus élevée. Une
version plus complète de ce tableau est donnée
dans (Tisserant, 2015).

PolitIt HashTag GenDesc
centriste air puteaux
dieu éducation metz
assurance marseille mélenchon
elf jdd besançon
bourse karachi front
rpr interview laurent
rtt optimisme edf
ss hollande nazaire
terre crise nucléaires
altermondialiste sénat démanteler

Table 1: Mots n’apparaissant que dans un seul des
trois ensembles

Nous voyons qu’une partie des termes re-
tournés par GenDesc semblent les plus difficiles
à rattacher à un mouvement politique. Le terme
démanteler ou le prénom Laurent, par exemple,
sont impossibles à analyser sans leur contexte.
Toutefois, en prenant en compte le contexte,
certains de ces termes deviennent politiquement
orientés. Metz, par exemple, fait référence à
un meeting qui a eu lieu pendant la campagne
législative de 2012, au moment où le corpus de
tweets a été constitué.

Une partie des HashTags nécessite aussi
un contexte pour les rattacher à un mouve-
ment politique. Toutefois, même privés de
leur contexte, nous pouvons considérer qu’ils
représentent des concepts politiques. Par ex-
emple, si nous prenons les termes éducation ou
sénat, nous pouvons considérer qu’ils apparti-
ennent au champ lexical de la politique, même
s’ils ne peuvent être rattachés à un mouvement
politique spécifique.

Les termes de PolitIt peuvent en grande par-
tie être rattachés à un courant politique, même
hors de tout contexte. Certains termes comme
RPR ou altermondialiste font même directe-
ment référence à des courants politiques. Toute-
fois, il ne faut pas forcément en déduire que
ces termes vont être utilisés par les courants
auxquels ils sont reliés. Par exemple, le terme
SS est rattaché à l’extrême droite dans PolitIt,
mais il est principalement utilisé sur Twitter par
des sympathisants d’extrême gauche pour par-
ler du Front National de manière péjorative.

4 Contribution

Nous allons dans cette Section présenter deux
méthodes de génération de HashTags. Chaque
méthode sera évaluée quantitativement et qual-
itativement sur un corpus de tweets politiques.

Nous proposons dans la Section 4.1 une
méthode pour sélectionner, à partir de tweets,
des termes candidats pour être des HashTags.
Puis, dans la Section 4.2, nous proposerons une
méthode permettant de générer des HashTags
composés de plusieurs mots.

4.1 Génération de HashTags simples
Nous avons vu précédemment que les termes
provenant à la fois de GenDesc et PolitIt sont
des HashTags potentiels intéressants. Nous al-
lons nous appuyer sur ce constat pour proposer
une première méthode de génération de Hash-
Tags.

4.1.1 Méthodologie
L’idée est d’exploiter les termes détectés par

GenDesc et ceux provenant de PolitIt pour
générer des HashTags. Les termes provenant
de GenDesc sont discriminants pour les tweets.
Cela indique qu’ils peuvent donner des Hash-
Tags intéressants pour marquer politiquement
un tweet. Les termes provenant de PolitIt
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sont des termes ayant une sémantique politique
forte. À ce titre, ils ont de fortes chances d’être
un marqueur d’attachement à un mouvement
politique.

Pour vérifier notre hypothèse, nous avons
mené l’expérimentation suivante : Nous avons
sélectionné 25 termes pour chaque catégorie
(GenDesc, PolitIt et GenDesc \ PolitIt). Les
termes de GenDesc étant ceux avec la mesure
D la plus importante, et les termes de PolitIt
sont ceux ayant été rattachés le plus grand nom-
bre de fois au même courant politique. Pour
l’intersection de GenDesc et PolitIt, nous avons
pris les termes ayant la mesure D la plus im-
portante qui sont rattachés à plus de 50 % à un
même courant politique dans PolitIt.

4.1.2 Résultats
Pour vérifier si les HashTags générés pou-

vaient s’avérer pertinents, nous avons ob-
servé, grâce au site hashtags.org1, s’ils sont
aujourd’hui utilisés comme HashTag. Les
mesures ont été effectuées en Juillet 2014, soit
plus de deux ans après la construction du cor-
pus. Les HashTags sont considérés comme
utilisés régulièrement s’ils ont été utilisés plus
de cent fois en moyenne par jour. Les résultats
de l’expérimentation sont donnés en Table 2.

GenDesc PolitIt GenDesc \ PolitIt
52 % 76 % 92 %

Table 2: Tag utilisés fréquemment

4.1.3 Analyse
Nous remarquons qu’à peine plus de 50 %

des termes avec une valeur de la mesure D
élevée sont utilisés comme des HashTags, alors
que ceux provenant de PolitIt sont à 76 %
utilisés comme HashTags. Cela permet de

1
www.hashtags.org

montrer que l’information sémantique issue de
GWAP est plus pertinente que l’information
statistique pour la génération de HashTags.
Toutefois, nous voyons que l’information statis-
tique peut être pertinente pour la génération de
HashTags. En effet, en prenant l’intersection de
GenDesc et PolitIt, nous obtenons un meilleur
résultat (92 %) qu’en utilisant les termes de
PolitIt (76 %).

Le fait que la combinaison des deux
méthodes soit plus efficace que l’utilisation des
méthodes isolées vient du fait que GenDesc et
PolitIt apportent des informations différentes et
complémentaires :

• GenDesc nous permet de savoir qu’un
terme est marqueur d’une classe politique,

• son apparition dans PolitIt montre qu’il ap-
partient au champ lexical de la politique.

4.2 Génération de HashTags composés

Nous avons vu dans la section précédente que
nous pouvions générer des HashTags pertinents
composés d’un unique terme en combinant des
informations statistiques et sémantiques. Mais
une partie importante des HashTags sont en
réalité composés de plusieurs mots.

4.2.1 Méthodologie
La problématique de génération de Hash-

Tags composés de plusieurs mots est plus
complexe que celle de génération de Hash-
Tags simples. En effet, il faut pouvoir pro-
poser des combinaisons de termes représentant
des hashtags potentiels, et ensuite sélectionner
ceux dont la combinaison offre une sémantique
intéressante permettant d’identifier rapidement
la thématique du tweet.

Nous avons décidé de nous appuyer sur
l’utilisation de patrons syntaxiques pour ef-
fectuer une sélection de termes candidats. Puis,
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pour sélectionner les termes les plus pertinents
pour être utilisés en tant que HashTags, nous
avons utilisé les informations provenant de Poli-
tIt et GenDesc.

Étape 1 : Patrons syntaxiques
La première étape de la génération consiste à
choisir un ensemble de syntagmes candidats.
Nous avons choisi d’utiliser des patrons syntax-
iques pour sélectionner des syntagmes candi-
dats. Cette approche est proche de celle adoptée
par certaines méthodes d’extraction de termi-
nologie (Aussenac-Gilles et al., 2000). Nous
avons recouru à trois patrons syntaxiques clas-
siques (Daille, 1994), présentés dans la Table 3.

Patron syntaxique Exemple
NOM - ADJECTIF listes électorales

transition énergétique
ADJECTIF - NOM haute surveillance

affreux dictateur
NOM - PREPOSITION -NOM syndicalisme de lutte

gaz de schiste

Table 3: Patrons syntaxiques et exemples de termes
associés présents dans le corpus.

Pour détecter les patrons syntaxiques dans les
tweets, nous avons choisi d’utiliser l’étiqueteur
grammatical SYGFRAN (Chauché, 1984).

Étape 2 : Filtre statistique endogène
Nous avons ensuite appliqué un filtre statistique
endogène sur nos candidats, pour ne conserver
que les syntagmes dont au moins un était
considéré comme pertinent par GenDesc. Ce
filtre permet de supprimer les HashTags n’étant
pas considérés comme discriminants par notre
mesure statistique. Ainsi, des syntagmes
comme ”journal de campagne” ou ”texte à
trous” vont être supprimés de la liste des
HashTags candidats.

Étape 3 : Filtre sémantique
Nous avons ensuite appliqué un filtre
sémantique, pour ne garder que les cou-
ples contenant des termes appartenant à PolitIt.
Ce filtre nous permet de ne conserver que des
syntagmes représentant des concepts politiques.
Ainsi, certains syntagmes candidats comme
”fdg créé” ou ”projet irresponsable” vont être
écartés de la liste des HashTags candidats.

Étape 4 : Filtre statistique exogène
Un certain nombre de HashTags générés à par-
tir des patrons syntaxiques ne représentent pas
de concepts. Le nombre important de ce type
de HashTags s’explique, en partie, par la mau-
vaise construction grammaticale des tweets,
qui a tendance à induire en erreur l’analyseur
syntaxique. Nous avons donc utilisé un fil-
tre statistique exogène pour détecter la perti-
nence de l’association de termes. L’idée est
de nous appuyer sur un corpus différent qui
est à la fois indépendant et de taille supérieure
pour y mesurer la fréquence d’apparition des
syntagmes sélectionnés. Ce filtre a pour but
de supprimer des syntagmes ne représentant
pas forcément un concept, comme ”consomma-
tion collaborative” ou ”petitjournal politesse”.
Nous avons choisi d’utiliser internet comme
corpus pour ce filtre. Nous avons mesuré la
fréquence d’apparition des syntagmes grâce au
moteur de recherche Bing, en considérant le
nombre de résultats retournés (Turney, 2001).
Ce filtre nous a permis de supprimer des
groupes de termes apparaissant rarement en-
semble sur Internet, et qui ne représentent pas
forcément une sémantique intéressante.

4.2.2 Résultats
Après application du processus, nous avons

relevé qu’un grand nombre de HashTags
générés étaient en rapport direct avec des
évènements survenus à la période où le corpus
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a été constitué. Nous avons choisi d’évaluer
chaque HashTag en prenant en compte deux
types d’informations sémantiques :

• la représentation d’un concept du champ
lexical politique.

• le marquage d’une orientation politique.

Des exemples de HashTags illustrant ces no-
tions sont donnés dans la Table 4.

Concept politique #voteutile
#pouvoirdachat

Orientation politique #buffetsurcanalplus
#gaucheàbastia

Concept politique #drapeaurouge
et Orientation politique #alliancecentriste

#agriculturepaysanne
HashTag apolitiques #nouvellechanson

#texteàtrous

Table 4: Exemple de HashTags générés et classés en
fonction de leur sémantique politique

Nous avons évalué notre méthode de
génération de HashTags composés. Pour cela,
nous avons annoté manuellement 40 HashTags
pour chaque type de filtre utilisé (GenDesc,
PolitIt, GenDesc \ PolitIt, GenDesc \ PolitIt \
Web). Les résultats sont donnés dans la Table
5.

4.2.3 Analyse
La Table 5 nous montre que le filtre fondé

sur GenDesc est efficace pour écarter les Hash-
Tags générés n’ayant pas d’orientation poli-
tique. Au contraire, le filtre fondé sur Poli-
tIt, se montre plus efficace pour supprimer les
HashTags ne représentant pas un concept poli-
tique. L’utilisation des deux filtres combinés
permet d’obtenir un pourcentage de HashTags
représentant un concept politique supérieur à

Sémantique
Politique

Orientation
Politique

Sémantique
Politique \
Orientation
Politique

Aucun 27.5 % 5 % 5 %
GenDesc 42.5 % 50 % 27.5 %

PolitIt 55 % 22.5 % 17.5 %
GenDesc
\ PolitIt 62.5 % 50 % 32.5 %
GenDesc
\ PolitIt
\ Web 80 % 52.5 % 47.5 %

Table 5: Pourcentage de HashTags générés
représentant un concept politique ou une orienta-
tion politique en fonction des filtres utilisés. La
ligne Aucun correspond à l’ensemble des HashTags
sélectionnés grâce aux patrons syntaxiques.

n’importe lequel des deux filtres utilisés seul.
Le recours au filtre utilisant Bing combiné
aux deux autres filtres permet d’améliorer en-
core la qualité des HashTags générés. La
combinaison des trois filtres correspondant
à l’application du processus dans sa glob-
alité permet de générer des HashTags dont
80 % sont porteurs d’une sémantique poli-
tique et 47.5 % sont à la fois porteurs d’une
sémantique politique et marqueur d’une ori-
entation politique.

Le fait que 80 % des HashTags générés avec
l’utilisation des trois filtres représentent un con-
cept politique indique que l’algorithme ne pro-
pose que 20 % de HashTags réellement non
pertinents. Par ailleurs, plus de la moitié des
HashTags générés sont porteurs d’une orienta-
tion politique. La combinaison de filtres que
nous proposons nous permet donc de générer
des HashTags pertinents, à la fois porteurs de
sens et d’une orientation politique.
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5 Conclusion

Nous avons décrit dans cet article deux
méthodes de génération de HashTags. Nous
avons vu que les données statistiques comme
les données sémantiques permettaient de
développer des méthodes de génération de
HashTags. Nous avons développé une méthode
mêlant informations sémantiques, informa-
tions syntaxiques, et approches statistiques
s’appuyant sur des données endogènes et
exogènes. Nous avons montré que la combi-
naison de ces méthodes permet d’obtenir de
meilleurs résultats que chacune des méthodes
utilisée séparément.

Toutefois, nos travaux sur la génération de
HashTags contiennent plusieurs limites. Nous
nous sommes placés dans un contexte où
nous avions connaissance des thématiques des
tweets. Nous pensons étendre notre méthode à
un cadre non supervisé, sans connaissances a
priori des thématiques abordées dans le corpus
ni des différentes opinions exprimées.

Une autre limite importante de nos travaux
vient du faible nombre de patrons syntaxiques
utilisés pour la sélection de HashTags candi-
dats. Or de nombreux HashTags ont des struc-
tures complexes, non représentées par ces pa-
trons. Nos futurs travaux s’appuieront sur les
syntagmes verbaux et l’association de termes ou
de n-grammes de caractères extraits à partir des
tweets.
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Abstract 

Novel metaphorical expressions have been 
understudied in traditional approaches to 
terminology because they normally behave as 
sporadic units incapable of structuring whole 
discourse events. To show that this is not always the 
case, this paper presents a case study of novel 
BIOECONOMICS metaphors in an academic marine 
biology research article (Landa 1998). They were 
analysed following two paradigms: (i) the Career of 
Metaphor Theory (Bowdle and Gentner 2005), a 
solid framework for the description of novel 
metaphor in usage; and (ii) the text-linguistics 
approach to term description (Collet 2004), which 
suggests a set of criteria for term definition that 
challenges the prescriptive tenets of monolithic 
terminology models. The analysis of unexpected 
metaphors and similes identified in the text suggests 
that these units should be regarded as proto-terms 
experienced as deliberate rhetorical and conceptual 
devices. On a pragmatic level, the metaphors are 
shown to be part and parcel of the writer’s 
discursive strategy to communicate specialised 
knowledge to her peers and further science. On a 
conceptual level, the metaphors are found to be 
essential building blocks and structuring elements 
of the mental model of the article. 

1 Introduction 

The Career of Metaphor Theory (CaMT)1 (e.g. 
Bowdle Gentner, 2005) is one of the most 
representative models of metaphor description 
within the cognitive linguistics strand (cf. e.g. 
Steen 2007 for a detailed account of the rest of the 
models). Bowdle and Gentner examine metaphor 
in usage, looking at both spontaneous and 
conventionalised instances of metaphoric use in 

1 The most reasonable acronym to use here would be CMT. 
However, this could be confusing for metaphor scholars in 

context. This proposal thus provides potential 
ground for a discourse-led metaphor analysis, 
becoming a valid framework for this study. 

Bowdle and Gentner claim that novel 
metaphors are processed by comparison, i.e. 
alignments between target and base concepts; in 
contrast, conventionalised metaphors are 
processed by categorisation, where 
comprehension of the metaphor “requires that one 
use the base concept to elicit a metaphoric 
category that it typifies” (Bowdle and Gentner, 
2005: 194). CaMT further posits that whether 
metaphors are processed directly (i.e. as stable 
metaphoric categories) or indirectly (as 
comparisons) will depend both on their degree of 
conventionality and on their linguistic form 
(Bowdle and Gentner, 2005: 193). This study 
focuses on the behaviour of novel metaphors in a 
marine biology research article. Many novel 
metaphorical expressions in this article are thus 
suggested not to be processed directly as well-
entrenched categories with stable linguistic forms, 
but indirectly as innovative comparisons 
formalised as unconventional linguistic pairings. 
Being indirectly comprehended, these 
comparisons involve a complex sequential process 
whereby the intended metaphoric meaning is 
derived by the expert reader only when the pre-
existing literal (or conventionalised figurative) 
meaning of the base term cannot be sensibly 
applied in the biology discourse.  

This assumption is reinforced by the evident 
rhetorical function of each of the linguistic forms 
instantiating the novel metaphors brought by the 
writer into the marine biology article, not inviting 
but rather making the reader constantly map the 
source domain onto the target domain for 

that Conceptual Metaphor Theory is often abbreviated as 
CMT. 
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specialised knowledge comprehension. The 
analysis of these linguistic forms is relevant to 
CaMT insofar as this model has traditionally left 
aside the role of the rhetorical form in which a 
metaphor is expressed (Steen 2007: 78). 

Another reason to use CaMT in this study is 
that there is authoritative research within or in 
consonance with this theory that claims for the 
existence of deliberate metaphor (e.g. Steen, 2009; 
Krennmayr, Bowdle, Mulder and Steen, 2014). 
This research provides evidence that sometimes 
language users pay attention to their use of 
metaphor for making cross-domain comparisons 
(Steen, 2009: 180). As Steen (ibid.) goes on to 
note, this normally takes place in the deliberate 
metaphorical design of texts and discourse units. 
As will be shown, this is precisely the scenario that 
is set up in the marine biology research paper 
analysed in this study.  

Applying CaMT to the analysis of figurative 
expressions in expert-to-expert scientific 
communication should also help demonstrate that 
the stability preserved by canonical metaphorical 
terms — i.e. widely acknowledged instantiations 
of fixed linguistic regularities carrying specialised 
meaning — may be positively altered by the 
introduction of novel metaphors capable of 
conceptually articulating a domain-specific 
text/discourse event. The novel metaphors 
examined in this study are thus evidence of the 
ignored eclectic nature of specialised discourse, 
which can also produce highly creative 
metaphorical expressions that critically assist in 
introducing innovative knowledge and illustrating 
scientific findings for theory construction. 

In CaMT, variation of linguistic form also 
involves similes. According to the principle of 
grammatical concordance, similes, which are 
grammatically identical to literal expressions of 
comparison, should invite explicit (albeit 
metaphoric) comparisons between target and base 
domains (Krennmayr et al., 2014: 70). Krennmayr 
et al. (2014) also suggest that the signalling effect 
of similes helps integrate a metaphoric frame into 
people’s mental representation of a text. The 
research article analysed in this study contains a 
number of similes that are shown to form a part of 
the writer’s argumentation strategy to present and 
describe specialised knowledge to the specialist 
readership. These similes are thus useful because 
of their explicit interpretative guidance, 
anticipating the analogy to the expert reader by 
effectively establishing and explicitly signalling 
metaphoric comparisons between two concepts. 

As with novel metaphors, certain similes used in 
the marine biology domain are also expected to aid 
integration of a metaphoric schema into experts’ 
mental text representation and comprehension. 
Bowdle and Gentner (2005: 211) note, novel 
similes and metaphors involve novel base terms 
that refer only to domain-specific concepts [my 
emphasis]. 

Collet’s (2004) approach to term description 
combines text-linguistic and Language for 
Specific Purposes assumptions. This proposal 
draws from earlier theory on context-oriented 
terminology (e.g. Bourigault and Slodzian, 1999), 
and departs from prescriptive paradigms — 
especially, Wüster’s (1979) General Theory of 
Terminology, which argues for monolithic, 
decontextualised specialised meaning description. 
Collet’s model is interesting because it suggests a 
new definition of term, based on a set of 
requirements that a lexical unit needs to meet to be 
considered a terminological unit. This analytic 
method is instrumental to the characterisation of 
the metaphorical units examined in the present 
study. 

The first requirement involves placing the 
focus of analysis beyond the level of the sentence, 
considering the text the best-suitable instrument 
for term definition and description (Collet 2004: 
103). Secondly, a subject-oriented text is regarded 
as the product of a communicative act or event 
where the lexical items used by an expert take on 
particular and specific meaning to produce and 
communicate specialised knowledge. Thirdly, for 
the sake of text coherence, a writer adjusts the 
meaning content of a term that he uses to his 
understanding of the realities that it refers to 
(Collect, 2004: 109). This way, terms help the 
writer achieve texture. Fourthly, to achieve 
cohesion, terms tend to vary their linear structures 
in specialised language texts, exhibiting a range of 
different lexical-syntactic configurations that 
make up a paradigm. A paradigm is a closed set 
composed of the full-length of the term and all of 
its alternate shorter forms (Collet 2004: 108). 

Albeit novel and unconventional to the 
knowledge field of biology, the figurative 
expressions extracted from the research article 
examined in this paper (see section 4) are shown 
to be semantically charged linear structures 
(Collect, ibid.), which designate abstract or 
concrete realities studied in the special-subject 
text where these metaphorical expressions occur. 
Thus, we can speak of specific entity-word 
pairings/correlates that are exclusively created and 
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activated through metaphor in a concrete text 
belonging to a particular specialised knowledge 
domain. As will be shown, a good number of 
newly created metaphors retrieved from the 
research study examined are realised in a variety 
of alternate linguistic forms that make up 
paradigms or full linear structures within the texts 
where they occur. Like well-entrenched terms, 
these arrays of alternate metaphorical forms build 
coreferential chains (Collet, 2004), which 
typically contribute to text cohesion in domain-
specific writing. This phenomenon has also been 
documented by other authors advocating for a 
text-linguistic approach to terminology, such as 
Rogers (2007), who speaks of lexical chains. 

For all reasons given above, the novel biology 
metaphors analysed in this research can be 
regarded as proto-terms, i.e. lexical items that 
exhibit the same conceptual and lexical-syntactic 
features as terms but still need to be systematically 
used across specialised research articles and 
books. 

The usefulness of similes from a text-linguistic 
approach in terminology studies resides in the 
intrinsic conceptual and linguistic characteristics 
of these figures of thought. As earlier explained, a 
text-linguistic analysis of specialised meaning 
goes beyond the scope of the sentence to focus on 
longer contextualised linguistic units, which 
effectively contribute to text construction as 
cohesion- and coherence-producing agents 
(Collet, 2004). Linking this claim to CaMT’s 
consideration of similes as instruments aiding 
integration of metaphoric schemas in text 
representation and understanding, it can be argued 
that the use of novel metaphor base structures 
longer than single words and simple phrases easily 
reflect the conceptual processes of scientific 
communication. Concretely, similes participate in 
the description of expert knowledge where newly 
created comparisons are established. In doing so, 
similes show their conceptual potential as 
rhetorical devices, capturing the mind’s eye, and 
creating highly imagistic representations of entire 
research articles. 

2 Case study 

2.1 Data  

The ana lysis of novel bioeconomics metaphors 
conducted in this paper reports on empirical data 
extracted from economist Landa’s (1998) research 
study, which was published in the academic 

journal Environmental Biology of Fishes (see full 
details in References). The analysis illustrates how 
a scholar manages to deliberately exploit a set of 
innovative metaphors with a view to conceptually 
and linguistically scaffolding her train of thought 
throughout a specific scientific discourse event. 
Fine textual analysis of a single text through bulk 
data retrieval has already been successfully 
performed by previous terminology studies (cf. 
Pecman 2014 for terminological variation and 
cognition). 
 Despite concentrating on novel metaphors 
found in one single text, the present research also 
draws upon a compilation of marine biology 
articles published in high-impact academic 
journals in order to test the authentic novelty of 
creative metaphor candidates against such articles. 
The dataset consists of 1,938,472 tokens/words. 
Table 1 includes the name of the journals as well 
as numerical information about them. The corpus 
articles were searched with the search option of 
Wordsmith Tools® — a lexical analysis software 
programme — for novel metaphor candidates. If 
hits of these candidates were obtained, they were 
then not classified as novel metaphors. 

Table 1: Academic journal articles in the corpus. 

 

Journals Number of 
Articles 

Number of  
Tokens 

Marine Biology 32 286,736 
Environmental 
Biology of Fishes 31 266,065 

Phycologia 30 244,758 
Hydrobiologia 30 235,477 
Journal of 
Experimental 
Marine Biology 
and Ecology 

22 172,441 

Journal of Fish 
Biology 18 126,570 

Fish Physiology 
and Biochemistry 17 108,960 

Ecotoxicology 17 106,929 
Coral Reefs 16 102,830 
Symbiosis 15 119,346 
Biosemiotics 13 108,041 
NATO Advanced 
Study Institutes 
Series 

8 60,319 

 Total: 249 Total: 
1,938,472  
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2.2 Data processing 

Identification of novel metaphor and simile 
candidates  

As shown by contexts (1) and (2), newly created 
metaphors and similes normally appear between 
inverted commas or in italics in the biology text 
corpus. This was attested by browsing the corpus 
through the search option of Wordsmith Tools®.  

(1) The choroid rete mirabile is a large horseshoe-
shaped, gland-like structure located around the 
optic nerve in the choroid layer of the eye of many 
species of fishes (Nato Advanced Study Institutes 
Series 1, 1975). 

(2) In recent years the fruit fly, Drosophila 
melanogaster has become the “come-back kid” in 
biology, though some might question wheher 
research on this model animal ever peaked. The 
initial interest in the fruit fly goes to the days of 
Thomas Hunt Morgan and his infamous “fly room”, 
the ground zero of the genetics movement. Today 
the focus on the “black box” (Biosemiotics 2009, 
2:181-191) 

Searching a corpus for inverted commas is 
normally a strategy of great use not only in general 
language studies of metaphor, but also in the 
analysis of newspaper articles and popular science 
publications (Goatly, 2002: 73). Even though their 
efficiency in specialised discourse had hardly been 
tested, inverted commas and italics were found to 
frequently act as visual direct and indirect 
metaphor markers to the specialist readers, 
signalling the unexpected surprise effect that 
spontaneous metaphors cause in them for not 
being conventionalised units in the field. The 
conclusion drawn is that scholars writing their 
research articles are generally aware that novel 
metaphorical units should be marked somehow to 
indicate that they are uncommon expressions, 
alien to the biology discourse. Based on this, the 
first strategy devised to identify novel metaphor 
candidates was to search the entire corpus for 
inverted commas, and next, focus the search on 
Landa’s article. The markers “” and ‘’ turned out 
to be extremely productive cues for potentially 
novel metaphors. Words in italics were also 
examined, also pointing to a number of linguistic 
candidates. 
 
Testing and analysing novel metaphor 
candidates  
 

Linguistically speaking, a metaphorical 
expression requires the identification of some kind 
of semantic tension or incongruity between its 
basic sense and that sense activated in a particular 
communicative situation. A valid strategy to find 
instances of metaphoric usage from a discourse-
led perspective (cf. e.g. Cameron, 2007: 118) 
relies on two criteria: (i) the presence of a lexical 
item (the vehicle or base) that has a meaning that 
can be said to contrast with its meaning in the 
discourse context; (ii) the potential for extra 
meaning to be produced as a result of bringing 
together the vehicle’s standard or de-
contextualised meaning and its meaning activated 
in a specific discourse event. Based on these 
criteria, most of the lexical items that appear 
between inverted commas or in italics in Landa’s 
article were found to have a metaphorical 
meaning. 

In many passages of her article Landa creates 
totally innovative metaphors in the form of quasi-
terminological items or proto-terms, exhibiting a 
linguistic arrangement that differs from that of 
well-entrenched terminological metaphors in 
bioeconomics — a well-entrenched field of 
inquiry that includes a consirable number of well-
established terminological metaphors (see below). 
For instance, she sets a comparison between vote-
with-the-feet (base concept) and vote-with-the-fins 
(target concept), the latter being a new co-
occurrence of lexical items. Even with single-
word metaphorical expressions from the source 
domain, such as club, Landa comes up with 
alternate linguistic forms to figuratively refer to 
marine biology entities and phenomena. For 
instance, she suggests the novel metaphor phrases 
informal club and multi-product club to describe 
fish schools with particular behavioural patterns.  

Those metaphorical expressions in the 
analysed article that preserve the linguistic forms 
displayed in the base domain are also considered 
to be novel because they still entail newly created 
comparisons between two (not three) concepts in 
alignment (not categorisation). At the conceptual 
level, this can be explained by recourse to 
extended mappings between the base and target 
domains, a notion suggested by Bowdle and 
Gentner (2005: 212) in CaMT (see continuous 
arrows in Figure 1 and explanation below). As 
these authors put it, to the extent that concepts are 
often understood at least partly in terms of 
relations to other concepts within a particular 
knowledge domain, metaphoric mappings can be 
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expected to extend beyond the named target and 
base concepts to more global conceptual systems. 
As the text corpus demonstrates, economics is a 
field of expertise that has historically and 
systematically been exploited by biologists, giving 
rise to a large number of highly recurrent, well-
established terminological metaphors, such as 
capitalise on, economise on, and energy cost, in 
the biology domain. For this reason, we can speak 
of a subfield known as bioeconomics. 
Conceptually speaking, and following CaMT 
(Bowdle and Gentner 2005: 209), the 
conventionalised mappings operating between 
pairs of concepts from the base (ECONOMICS) to 
the target (BIOLOGY) domain have ultimately been 
overridden by single mappings, which exclusively 
direct the target concepts from superordinate 
concepts that make up upper-level metaphoric 
categories. For this reason, these metaphors are 
argued to be processed directly. Figure 1 
illustrates this re-arrangement in a concept-
structure schema.  

As Landa (1998: 355) explains, the theory of 
clubs and the theory of public goods form a part of 
the public choice theory within ECONOMICS, 
containing conventional metaphorical terms, such 
as free rider (somebody who gives up on an 
established economic paradigm to live by their 
own principles), Pareto-optimal (referring to a 
financial situation where one person is made better 
off and no one is made worse off), and club good 
(benefit obtained when belonging to a particular 
economic force). Figure 1 shows how these 
ECONOMICS concepts are projected onto the 
BIOECONOMICS domain, prompting novel cross-
domain mappings that involve horizontal 
alignments of two (not three) concepts (see 
contexts in Analysis and Discussion of Empirical 
Data, which provide textual evidence of these 
systematic comparisons). For this reason, these 
metaphors are argued to be processed indirectly. 
As a result of these metaphoric mappings, free 
rider, Pareto-optimal, and club good are made to 
designate domain-specific entity-word correlates 
carrying particular specialised meanings in a 
concrete communicative act within the marine 
biology discourse.  

 

Figure 1: Overridden conventional (discontinuous 
arrows) and novel (continuous arrows) cross-domain 
mappings between ECONOMICS and BIOECONOMICS in 
Landa’s article. Conventional mappings give way to 

metaphoric categories. 

These newly created metaphors arise from 
extended (novel) mappings between the 
economics base domain PUBLIC CHOICE THEORY 
(concretely, the subdomains THEORIES OF CLUBS 
AND PUBLIC GOODS), which includes 
conventionalised metaphors, and the target 
subdomain MARINE BIOLOGY. Integrating the rest 
of innovative comparisons (the most 
representative ones are discussed in section 4) into 
this target subdomain resulted in an entire network 
of interrelated novel metaphors that conceptually 
and linguistically vertebrate Landa’s discourse. 

3 Results and Discussion 

Identifying metaphor candidates, testing them, 
tracking metaphors across corpus texts and 
grouping them are the four core processes in every 
method of metaphor-led discourse analysis. 
Having gone through all four stages, the next step 
in this study was to analyse and describe the novel 
metaphors and similes recruited as contextualised 
linguistic units in Landa’s article. This was done 
with a view to providing empirical evidence of the 
following claims:  

(i) the novel marine biology metaphors 
examined are deliberately and systematically 
exploited by Landa with an evident rhetorical 
purpose, which is to bring the expert readers’ 
attention to the contents of the article, overtly 
encouraging them to constantly map the 
ECONOMICS base domain onto the 
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BIOECONOMICS target domain for integrated 
specialised knowledge comprehension;  

(ii) in connection with the last idea in (i), the role 
of the novel metaphors and similes is also to 
conceptually and linguistically articulate the 
author’s paper to communicate scientific 
knowledge;  

(iii) the novel metaphors conform to Collet’s 
(2004) criteria, which allow these metaphors 
to be considered as proto-terms or 
terminological units in the making.  

As explained earlier, in her article Landa 
deliberately makes sustained comparisons 
between theories of clubs and public goods in 
economics, which are conventionalised 
conceptual metaphor themselves, and fish 
schooling behaviour. Such comparisons 
instantiated as novel metaphors and similes in 
the text. The first piece of empirical evidence 
showing that they really are recurrent creative 
metaphors that systematically occur throughout 
the entire article is their high frequency of 
appearance. Table 2 includes the number of 
linguistic occurrences of the novel 
BIOECONOMICS metaphors identified in the 
article2. These metaphors are presented as 
lexemes and as the diverse linguistic forms 
(tokens) that they take on in the text.  

Lexemes 
Tokens (number of 

occurrences) 

Free rider 

free rider(s) (8); free 
riding (2); free-riding 
(2); free ride (4); free 
rides (1); quasi-free 
rider(s) (5); quasi-
free riding (1) 

Club 

club (42); exclusive 
club (4); self-
enforcing exclusive 
club (3); informal 
club (2); multi-
product club (3); size 
club (2); mixed club 

                                                           
2 This table does not include novel similes because they 
involve relatively long stretches of text, not just single or 
multiword lexical units, as is the case for novel metaphors. 
Examples of similes are discussed below in this section. 
3 The meaning of selfish is understood here from an 
anthropocentric perspective, thus involving conscious (vs. 
mechanistic/instinctive) intersubjective aspects, such as 

(1); non-
discriminatory club 
(2)  

Club good club good(s) (24) 

Club member club member(s) (23) 
Selfish fish selfish fish (28) 

Invisible fin 
invisible fin (1); 
invisible fin process 
(1) 

To vote with fins 
vote-with-their-fins 
(3); voting-with-its-
fins (1) 

To lift a finger lifting a fin(ger) (1) 

Pisces economicus Pisces economicus 
(1) 

Pareto-optimal Pareto-optimal (2); 
Pareto-optimality (3) 

Inspector 
inspectors (2); 
inspecting behaviour 
(1) 

Caste 
caste of guard fish 
(1); caste such as 
guard fish (1) 

Congestion/crowding congestion/crowding 
(1) 

Table 2. Lexemes and tokens of novel BIOECONOMICS 
metaphors in Landa’s article. 

Context (3) is the first example containing 
textual evidence of the sustained comparisons 
between ECONOMICS and MARINE BIOLOGY in 
Landa’s article. Conventional metaphors, which 
were also found in many other corpus texts, are 
shown in small capitals. The novel and highly 
unconventional metaphors are shown in bold.  

(3) The prevalence of fish schools seem to point to the 
schooling fish as a ‘SOCIAL FISH’. But is 
SCHOOLER a ‘social fish’ or is it really a ‘selfish 
fish’, or what Boulier & Goldfarb (1991) call 
Pisces Economicus, the counterpart to Homo 
economicus, the selfish, calculating or rational 
economic man of economic literature? 

Context (3) includes the novel marine biology 
metaphor selfish fish3 and the highly 

desire, beliefs, attentional foci, and intentions. In this sense, 
selfish does have a figurative meaning in Landa’s text since 
only humans clearly have all of these cognitive and 
psychological capacities and states (cf. Zlatev, Racine, Sinha 
and Itkonen 2008). Landa herself makes the distinction clear 
between humans and fish in terms of cognitive capacities by 
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unconventional expression Pisces economicus, 
which arise by comparison with two 
terminological units that have domain-specific 
meanings in economics: selfish economic man and 
Homo economicus (cf. Boulier and Goldfarb, 
1991). Landa draws on these two expressions to 
bring up creative metaphors in biology that enable 
her to raise questions about the actual behaviour 
of schooling fish (a well-entrenched 
terminological metaphor, as shown by the text 
corpus). In doing so, Landa is constantly 
establishing inter-textual references between her 
arguments in marine biology and economic 
theories (cf. also Buchanan and Tullock’s 1962 
club theory below). This is thus an evident 
example of the additional development of the 
BIOECONOMICS metaphorical frame (by means of 
extended mappings) through inter-textuality. By 
combining novel and conventional 
BIOECONOMICS metaphors, Landa substantially 
enriches her specialised discourse event, 
providing an entire expert community with 
specific explanations about specialised biology 
concepts. The innovative nature of the novel 
metaphors that she introduces clearly serves as a 
powerful rhetorical tool to illustrate and define 
concepts, and eventually, construct and further 
science in an attractive manner.  

The rhetoric of novel figurative expressions to 
conceptually structure a whole scientific discourse 
event also manifests in the form of even more 
explicit comparisons, such as the simile described 
in context (4).  

(4) Visual cues and odors of conspecifics provide
LOW COST signals for fish of the same species to
identify each other, just as ethnicity serves as low
cost non-price signal in Landa’s (1981) theory of
the EHMG.

Landa (1998: 359) aligns the concept 
ethnically homogeneous middle-man group 
(EHMG), proposed by herself in economics, with 
fish school with the help of the simile signal just 
as. EHMG refers to the idea that middle-men 
prefer choosing trading partners who are members 
of their own kinship or ethnic group (e.g. Chinese 
or Jewish). The clear interplay between the 
conventional (terminological) metaphor low cost 
and the simile EHMG-fish conspecifics is used by 

comparing fish with the “calculating and rational economic 
man” [my emphasis] in context (3). 

Landa to explain how (effectively) recognition 
strategies in fish work. From a CaMT perspective, 
this interplay is intended to stimulate the imagery 
of the article’s expert readers, who immediately 
incorporate the novel BIOECONOMICS metaphors 
and similes in their mental text representation. The 
effect is an easier understanding of specific marine 
biology concepts. 

Landa uses the economic theory of clubs to set 
a comparison between a group of people who 
come together/join forces in order to reap 
economic benefits (i.e. a club) and fish schools. 
The novel metaphor club arises from this 
comparison to explain the highly coordinated 
behaviour of schooling fish to obtain 
hydrodynamic benefits (see context 5). The theory 
of clubs is further exploited in context (5), where 
Landa defines another type of schooling fish, 
(quasi-)free rider4, and the benefit sought by 
schooling fish, the club good. Again, innovative 
metaphors (in bold) work together with fully-
fledged metaphorical terms (small capitals) to 
produce specialised knowledge in a discourse 
event.  

(5) A fish SCHOOL provides a dramatic example of
collective action in nature; it is a club which
confers benefits on its members […] A selfish
SCHOOLING fish can reduce its own ENERGETIC
COSTS EXPENDED in swimming by positioning
itself correctly with respect to those immediately
proceeding it. The follower fish is literally free
riding on the hydrodynamic benefits (the club
good) provided by club members. But the selfish
SCHOOLING fish cannot completely free ride: the
best it can do for itself is to be a ‘quasi-free
rider’. This is because in order for each individual
selfish fish to benefit from the LOWER COSTSthat
come from CONSUMPTION of the club good the
individual fish must continually adjust the
direction of swimming to stay with the group […]
The move from lone fish to SCHOOLING member,
either as a leader or as a follower, is ‘Pareto-
optimal’, a term economists use to describe a
situation in which one person is made better off,
no one is made worse off.

As context (5) shows, the metaphors free riding, 
club good, club members, and Pareto-optimal, 
which are fully-fledged terminological units from 
the economics field (cf. Buchanan and Tullock’s 

4 In economics, the terminological metaphor free rider refers 
to someone who benefits from resources, goods, or services 
without paying for the cost of the benefit. 
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1962 public choice theory), acquire specific and 
precise novel meaning content to designate 
realities other than people when inserted in a 
particular scientific biology text in a specific 
communicative situation. This fact somehow goes 
along the lines of Rogers’ (2007) (con)text-
dependent, heterodox view of terminological 
meaning and term description, which departs from 
isolated specialised meaning encapsulated in 
headwords and term entries in specialist 
dictionaries and glossaries. According to Rogers 
(2007: 15), the semantic relation in text is one of 
reference by terms as word forms to what they 
stand for on particular occasions of their utterance. 
In other words, reference is an utterance-
dependent notion in specialised discourse as well, 
she concludes. Based on this non-prescriptive 
consideration of terminological meaning, the 
novel biology metaphors above do designate 
specific referents, and thus, can be regarded as 
proto-terms. They would only need to be 
conventionalised, i.e. systematically used by 
experts in their scientific research articles, to gain 
the status of fully-fledged terms in the marine 
biology field. 

Even though these linguistic units cannot be 
considered terms in their own right 
(conventionalised and well-established linguistic 
items with stable specialised meaning across the 
full spectrum of publications in a specialised 
knowledge field), they perform a highly restrained 
referential function with respect to a highly-
constrained specialist domain (biology) in a 
particular scientific discourse event. This is an 
aspect that is characteristic of terms (Rogers, 
2007: 15). Consequently, the novel metaphors in 
Landa’s article have become semantically 
charged linear structures (Collet, 2004: 105), 
whose restrained referential function brings about 
specialised meaning content. This meaning 
content adds to the coherence of this 
communication act, entitling the novel metaphors 
to help the writer explain specialised knowledge 
throughout the entire research article, and 
eventually, conceptually structure her discourse. 

Still another reason to treat the novel 
metaphors analysed as proto-terms is the linguistic 
variability that affects some of them. Context (5), 
and in general, Landa’s full text include a range of 
linguistic forms of different novel metaphors (see 
Table 2 above for the full array of forms). For 
instance, the metaphor free rider, including the 
nominal compounds free rider and quasi-free 
rider, the deverbal compound free-riding, and the 

verb forms free ride and free riding. All these 
linguistic variants clearly form a cohesive network 
that ensures, the flow of specialised information, 
thus critically contributing to text cohesion. This 
concatenation of linguistic alternates is a 
counterpart example of what Collet (2004: 99) 
calls coreferential chain for the spectrum of 
lexical-syntactic variants of a terminological unit 
that co-occur in a particular specialised text. 

Conclusions 

Based on empirical data extracted from a marine 
biology research article (Landa, 1998), this paper 
shows that novel metaphors and similes, two 
figures of thought traditionally understudied in 
specialised language research, can constitute a 
critical design feature of scholars’ meaning-
making capacity in scientific discourse. Textual 
evidence is given that Landa systematically and 
deliberately exploits a variety of novel metaphors 
as extended comparisons from the metaphoric 
BIOECONOMICS domain to describe domain-
specific knowledge. From a pragmatic 
perspective, these metaphors are experienced by 
the expert readership as unexpected and 
innovative linguistic units. Specifically, Landa 
uses them as rhetorical devices in order to catch 
the specialist reader’s attention and stimulate 
his/her imagery for specialised concept 
understanding. 

The Career of Metaphor Theory (Bowdle and 
Gentner, 2005) was used as the theoretical and 
analytic model to identify and describe the novel 
metaphoric nature of the expressions examined. 
Contrary to traditional studies following 
monolithic terminology theory, this research 
demonstrates that Collet’s (2004) text-linguistic 
approach to term description is valid to account for 
the conceptual and linguistic features of novel 
marine biology metaphors. Because they conform 
to Collet’s term definition criteria, novel 
metaphors carrying specialised meaning in 
Landa’s article should be regarded as proto-terms, 
awaiting full acknowledgment and wide use in 
academic publications to become fully-fledged 
terminological units.  
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Abstract 

In this article we present an ongoing 
work for extracting conceptual infor-
mation from specialized-domain texts. 
Concepts are forms of dividing the world 
in classes and they are the fundamental 
pieces for constructing ontologies. In this 
sense, ontology learning is the (semi-) 
automatic support for constructing an on-
tology. Input data are required for the on-
tology learning and this data are the basic 
source from which to learn the relevant 
concepts for a domain, their definitions 
as well the relations holding between 
them. With this necessity in mind, we 
propose here a methodology that takes 
into account the level of synthetic 
judgements and word relevance in a sen-
tence in order to filter out and rank sen-
tences. Sentences with high relevance 
and low level of synthetic judgements 
should have at least a predicative verb 
characteristic of analytical definitions for 
being good candidates. 

 Introduction
Concepts are one of the most fundamental pieces 
of the cognition: humans daily use concepts for 
interacting with others and the world. According 
to Smith (1988), concepts mirror the way that we 
divide the world into classes, and much of what 
we learn, communicate, and reason involves re-
lations among these classes. Additionally, Rosch 
(1978) argues that concepts promote the cogni-
tive economy because the human beings attempt 
to gain as much information as possible about its 
environment while minimizing cognitive effort 
and resources. 

Currently, due to the accelerated growth of digi-
tal information on the Web and other media as 
well the urgent necessity of obtaining relevant 
information in a fast and efficient way from 
these huge text sources, automated methods or 
approaches have been developed. For instance, 
in Maedche and Staab (2004) define ontology 
learning as a number of complementary disci-
plines that feed on different types of unstructured 
and semi-structured data in order to support a 
semi-automatic ontology engineering process. In 
line with this, Cimiano (2006) describes various 
sub-processes for constructing an ontology from 
texts where the concept extraction is an im-
portant phase. So, the ontology learning needs 
input data from which to learn the relevant con-
cepts for a given domain. 
According to these ideas, in this paper we sketch 
a methodology for recognizing candidates to 
analytical definitional contexts, according to the 
work developed by Sierra et al. (2008). We or-
ganize our work as follows: in section 2 we pre-
sent general information about analytical 
definitions and the automated extraction of con-
ceptual information. In section 3 we describe the 
function of adjectives as modifiers of a noun as 
well the distinction among descriptive and rela-
tional adjectives and the relation of descriptive 
adjectives with synthetic judgements in an at-
tributive form. In section 4 we summarize the 
methodology proposed. In section 5 we show 
some preliminary results. Finally, in section 6 we 
present the future work. 

 Conceptual information
We consider as conceptual information the in-
formation expressed by specialized definitions, 
particularly in analytical definitions constituted 
by Genus Term and Differentia, following the 
criteria formulated by Smith (2004). In fact, this 
author considers that information expressed by 
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these kinds of definitions is relevant to create 
ontologies based in lexical relations, specifically 
hyponymy/hypernymy and meronymy/holonymy 
relations. Smith argues that these relations, from 
a philosophical point of view, are basic and uni-
versal. 

2.1 Analytical Definitions 
An analytical definition is a formula for describ-
ing a concept, denoted by a linguistic tag, in 
terms of a superordinate concept (Genus Term), 
and a differentia distinguishing the concept de-
fined from others with the same Genus Term.  
For example, the next definition provides a de-
scription of the concept lightning conductor us-
ing one of the most common verbs (i.e., to be) 
for introducing a definition. In this case, the ge-
nus is the concept device while the differentia 
describes the function of the lightning conductor: 

[Lightning conductor Term] is a [device Genus Term] 
[that allows to protect the electrical systems 
against surges of atmospheric origin Differentia]. 

2.2 Definitional contexts 
Sierra et al., (2008) proposed a based-pattern 
method for extracting terms and definitions in 
Spanish. This relevant information is expressed 
in textual fragments called definitional contexts 
(or DCs) and are constituted by: a term, a defini-
tion, and linguistic or metalinguistic forms, such 
as verb phrases, typographical markers and/or 
pragmatic patterns, for example:  

The primary energy, in general terms, is de-
fined as an energetic resource that has not been 
affected for any transformation, with the excep-
tion of its extraction.  

We can see here a DC sequence formed by the 
term primary energy, the definition that re-
source that… and the verb pattern is defined as, 
as well other characteristic units such as the 
pragmatic pattern in general terms and the ty-
pographical marker (bold font) that in this case 
emphasizes the presence of the term. 
For achieving this objective, the authors employ 
verb patterns operating as connectors between 
terms and definitions. Such patterns syntactical-
ly are predicative phrases (or PrP), configured 
around a verb that operates as a head of this PrP 
(e.g., to be, to characterize, to conceive, to con-
sider, to describe, to define, to understand, to 
know, to refer, to denominate, to call, to name). 

 Adjectives  
Based on Demonte (1999), adjectives are syntac-
tic units modifying the noun’s meaning and as-
sociating it with one or various attributes. There 
are two kinds of adjectives which assign proper-
ties to nouns: descriptive and relational adjec-
tives. On the one hand, descriptive adjectives 
refer to constitutive features of the modified 
noun. These features are exhibited or character-
ized by means of a single physical property: col-
or, form, character, predisposition, sound, and so 
on: la silla verde (e.g., the green chair). On the 
other hand, relational adjectives assign a set of 
properties, i.e., all the characteristics jointly de-
fining names as sea: puerto marítimo (e.g., mari-
time port). In terminology, relational adjectives 
represent an important element for building spe-
cialized terms, e.g.: inguinal hernia, venereal 
disease, psychological disorder and others are 
considered terms in medicine. In contrast, rare 
hernia, serious disease and critical disorder 
seem more descriptive judgments and closely 
related with a specific context. 

3.1 Syntactical Identification of Non-
Relevant Adjectives 

In line with what was just mentioned, if we con-
sider the internal structure of adjectives, two 
kinds of adjectives can be identified: permanent 
and episodic adjectives (Demonte, 1999). The 
first kinds of adjectives represent stable situa-
tions, permanent properties characterizing indi-
viduals. These adjectives are located outside of 
any spatial or temporal restriction (i.e., 
psicópata- psychopath). On the other hand, epi-
sodic adjectives refer to transient situations or 
properties implying change and with time-space 
limitations. Almost all descriptive adjectives de-
rived of participles belong to this latter class as 
well all adjectival participles (i.e., harto-jaded, 
limpio-clean). Spanish is one of the few lan-
guages that in syntax represent this difference in 
the meaning of adjectives. In many languages 
this difference is only recognizable through in-
terpretation. In Spanish, individual properties can 
be predicated with the verb ser, and episodic 
properties with the verb estar. 
Another linguistic heuristics for identifying de-
scriptive adjectives is that only these kinds of 
adjectives accept degree adverbs, and they can be 
part of comparative constructions, for example, 
muy alto (Eng.: very high).  Finally, only de-
scriptive adjectives can precede a noun because 
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in Spanish relational adjectives are always
postposed, i.e.: la antigua casa (Eng.: the old
house).

3.2 Synthetic Judgements and Descriptive 
Adjectives 

According to Kant (2013), analytic sentences are 
those whose truth seems to be knowable by 
knowing the meanings of the constituent words 
alone (e.g., gynecologists are doctors), unlike the 
more usual synthetic ones (e.g., gynecologists 
are rich), whose truth is knowable by both 
knowing the meaning of the words and some-
thing about the world. 

We believe that synthetic judgements in an at-
tributive position (e.g., rich gynecologists) are 
common in non-relevant sentences in specialized 
domains. This kind of judgements can be recog-
nized from the descriptive adjectives obtained by 
linguistic heuristics mentioned in section 3.1. 

 Methodology
We present here our methodology for extracting 
conceptual information from a medical domain 
corpus. The input data consist of a corpus with 
POS tagged with FreeLing (Carreras et al., 
2004). 

4.1 Sentence Segmentation 
The heuristics assumed here in order to segment 
our corpus by sentences take into account that a 
sentence must be separated by a point, to have at 
least a main verb, and the number of words must 
be greater than 10 words because the most short 
DC would have a single word term, the most 
long predicative verb-is defined as, a possible 
article preceding genus, genus term and, in this 
case, some arbitrary limit of words for the differ-
entia). 

4.2 Filtering out Sentences by Predicative 
Verbs 

The set of sentences obtained by the above step 
are filtered out by considering predicative verbs 
mentioned in section 2.2, that is, if there is at 
least a predicative verb; then it is a good candi-
date to DC. For the case of to be, if it is the first 
word of the sentence, then it is discarded.  

4.3 Chunking 
We have used the library of Natural Language 
NLTK (Bird, Klein and Loper, 2009) in the Py-

thon language, for implementing a chunker in 
order to extract descriptive adjectives with heu-
ristics described in section 3.1.  

In this work, we propose a phase of quantifi-
cation of synthetic judgments in candidate sen-
tences as a further filter of non-relevant 
sentences. We assumed here that synthetic judg-
ments are descriptive adjectives in an attributive 
position (e.g., rare syndrome). So, the higher 
amount of synthetic judgments in a sentence, the 
more likely sentence is non-relevant. We consid-
ered the set of descriptive adjectives obtained by 
heuristics as a mechanism for this quantification 
of syntheticity. 
Acosta, Aguilar and Sierra (2013) point out rela-
tional adjectives have a higher probability of be-
ing part of terms. The heuristics considered in 
this experiment are: 

<RG><AQ> 
<VAE><AQ> 

<D.*|P.*|F.*|S.*><AQ><NC> 

Where RG, AQ and VAE as tagged with 
FreeLing, correspond to adverbs, adjectives and 
the verb estar, respectively. The tags 
<D.*|P.*|F.*|S.*> correspond to determinants, 
pronouns, punctuation signs and prepositions. 
The expression <D.*|P.*|F.*|S.*> is a re-
striction to reduce noise, since elements wrongly 
tagged by FreeLing as adjectives are extracted 
without this restriction. 

4.4 Weighting Words 
We evaluated relevance of simple words by 
means of a corpus comparison approach by ap-
plying the relative frequency ratio (Manning and 
Schütze, 1999) between two different corpora as 
in (1). Given that the syntactical pattern of most 
common terms in Spanish is <NC><AQ> 
(Vilvaldi, 2004), we take into account only 
nouns and adjectives in both corpora: 

  (1) 

Where , correspond to the absolute occur-
rence frequency of wi and the size of the domain 
corpus, respectively. Similarly, , corre-
spond to absolute occurrence frequency of wi  
and the size of the reference corpus. The measure 
in (1) is only calculated for wi’s, where 

. Otherwise, wi can be used as part of a 

list of non-relevant words for purposes of quanti-
fying non-relevance in sentences. On the other 
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hand, words only occurring in domain are 
weighted as in (2). We assume that the reference 
corpus is large enough for filter out non-relevant 
words, hence words only occurring in the do-
main corpus will have a higher probability of 
being relevant so that the word’s frequency can 
reflect its importance: 

       (2) 

4.5 Relevance of Sentences  
The ranking of sentences is done by adding up 
the individual ranks of words present in the sen-
tence. Formally, if s (that is, a sentence) has a 
length of n words, w1 w2 …wn, where n>10, then 
the ranking of the candidate s is the sum of the 
weights of all the individual words wiW, where 
W are all of the relevant words weighted as men-
tioned in section 4.4. In contrast, if wi  W, then 
its weight is zero. 

 Preliminary Results 
Considering descriptive adjectives automatically 
extracted by heuristics for quantifying syntheti-
city, the first results show to be a good filter in 
order to remove non-relevant fragments by set-
ting thresholds related with the number of de-
scriptive adjectives in sentences. At the same 
time, the ranking of words achieves to sort sen-
tences according to its relevance for the domain. 
Additionally, given that only sentences with pre-
dicative verbs are considered, a subset of the bet-
ter ranked sentences are analytical DCs.  
If we take into account words where relative fre-
quency in reference is greater or equal than in 
domain (given its higher occurrence in reference 
than in domain, we assume they are non-relevant 
words) as part of this list for removing non-
relevant sentences by setting thresholds (here, 
nouns and adjectives are included) improve sig-
nificantly the results. 

 Future results  
In a future phase of this experiment, we will im-
plement a syntactic phase in order to remove 
more non-relevant sentences. For instance, sen-
tences with to be verb are the most common sen-
tences and which produce so much noise in 
results. Given this, we consider that a syntactic 
phase capable to assure the occurrence of specif-
ic syntactic structures will be an important ad-
vance in order to perform a better filtering. 

On the other hand, we will continue with the 
recollection of more information for increasing 
the sections of science and technology in our 
reference corpus, in order to improve the word 
weighing and the calculation of relevance sen-
tences. 
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Abstract

We present a new type of terminological
model based on formal network structures
called lexical systems. Those are non-
hierarchical lexical graphs where the bulk
of lexical relations is formally encoded by
means of Meaning-Text lexical functions.
This paper describes how this approach to
lexical structuring can be applied to the
modeling of terminologies, more specifi-
cally, to the French and English terminol-
ogy of chemistry. The first section explains
the importance of terminology in chemistry
and introduces the aim of our project. Sec-
tion 2 is a brief presentation of formal char-
acteristics of lexical systems. Section 3 il-
lustrates the type of terminological descrip-
tions we are implementing with the specific
case of the chemical term catalysis.

1 Structuring the Lexicon of Chemistry

1.1 Key Role of Terminology in Chemistry

Terminology plays a key role in chemistry re-
search. For instance, chemical terms, by their
very morphological structure, are closely related
to the behavior and properties of substances they
designate. As noted by R. Hoffmann1 and P. La-
zlo (1991), the knowledge of the name of a chem-
ical compound, that strictly reflects the compound
structure, gives the chemist the “control” over the
molecule. Additionally, the terminology of chem-
istry is extremely vast and fluctuant. The impor-
tance of using a proper terminology in chemistry
has lead to the creation, in 1919, of the IUPAC:

1Nobel Prize in Chemistry 1981.

International Union for Pure and Applied Chem-
istry. IUPAC elaborates rules for the nomencla-
ture of molecules, in order to avoid definitional
ambiguities and ensure harmonization of termino-
logical proposals when new molecules are discov-
ered. It has made available on-line for chemists
the so-called Gold Book (McNaught and Wilkin-
son, 1997): an extensive dictionary-like descrip-
tion of English chemistry terms.

In spite of such efforts, the terminology of
chemistry is loosely normalized. There is also a
lack of multilingual perspective as most scientific
papers are written in English, which can lead to
serious problems in the context of the teaching of
this discipline in schools and universities.

1.2 Terminological Networking

In the on-line IUPAC Gold Book, term descrip-
tions are eminently relational, as illustrated by the
entry for the nominal term bond below.2

(1) bond
There is a chemical bond between two atoms or
groups of atoms in the case that the forces acting
between them are such as to lead to the formation of
an aggregate with sufficient stability to make it con-
venient for the chemist to consider it as an indepen-
dent ‘molecular species’.
See also: agostic, coordination, hydrogen bond,
multi-centre bond

The definition (There is a chemical bond . . . )
in this description is doing its job of establish-
ing connections between bond and related terms
such as force, aggregate, etc. It is however an
unstructured and non-formalized model for such
connections. A greater applicative potential could

2
http://goldbook.iupac.org/B00697.html
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be achieved by explicitly encoding the linguistic
structure of a term definition. If such structure
mirrors the logical organization of concepts in the
corresponding scientific domain, the lexical defi-
nition can be an efficient tool for the understand-
ing of scientific texts, for scientific writing and for
teaching chemistry.

Additionally, as illustrated by terminological
pointers at the end of (1) – agostic, coordination,
hydrogen bond, multi-centre bond – the master-
ing of a chemistry term and of the corresponding
notion depends on the ability to position this term
within the network of other terms that gravitate in
its semantic space.

Polysemy is another acute problem in the ter-
minology of chemistry, that is generally ignored
in existing resources. Polysemy manifests itself
in two ways.
A) It can occur within the terminology itself,
when a single form is used to denote different ter-
minological notions – for instance, to catalyze as
‘[for a substance] to cause a certain type of chemi-
cal reaction’ in (2) vs. ‘[for a chemist] to make this
reaction take place’ in (3):3

(2) These fiber catalysts can efficiently catalyze
the Knoevenagel condensation of benzalde-
hyde and ethyl cyanoacetate in water (yields:
95-98%).

(3) These Ta2O5-T samples were characterized
by TG / DTA, XPS, nitrogen adsorption, XRD,
and UV-Raman, and were employed to cat-
alyze the gas-phase dehydration of glycerol
(GL) to produce acrolein (AC) at around 315
degrees C.

B) Polysemy can also spread over both chemistry
terminology (2)-(3) and general language (4).4

(4) Cities are always building new stadiums with
the justification that they’ll catalyze the local
economy.

All these observations show that it is necessary to
organize the terminology of chemistry according
to rigorous theoretical and descriptive principles.

The project we are presenting has a very prac-
tical aim: the design and construction of a ter-

3Chemistry examples are borrowed from Web of Science
(http://webofscience.com/).

4New York Times, COCA corpus (http://corpus.
byu.edu/coca/).

minological database in chemistry, for both the
English and French languages. It also has theo-
retical implications as it explores a new approach
to the structuring of terminologies based on non-
hierarchical graph structures (see lexical systems,
section 2 below), where each term is an element
in a global lexical network in which it is re-
lated to the rest of the domain terminology, as
well as to general language lexicon, by means of
Meaning-Text lexical functions (Mel’čuk, 1996).
Lexical functions have already proved to be an
efficient tool to model relations between terms
(L’Homme, 2002). In our project, however, the
recourse to lexical functions is embedded within
a formal proposal for the graph structuring of lexi-
cal knowledge – lexical systems – that we believe
is particularly suited to account for the interac-
tion between terminologies of different domains –
e.g., chemistry terms used in physics – as well as
between “purely” terminological units and units
that belong to the general language – e.g. water
as a type of molecule and water as a substance.

2 Terminologies as Lexical Systems

The terminological models we are elaborating are
grafted on two general language lexical resources:
the English and French Lexical Networks (Gader
et al., 2014; Lux-Pogodalla and Polguère, 2011),
respectively en-LN and fr-LN.

The design of the en- and fr-LNs is based on
a new type of lexical model called lexical sys-
tem (Polguère, 2014). From a formal point of
view, a lexical system is a graph whose vertices
are lexical units of the lexicon under description
and whose edges are lexical relations of essen-
tially two types:

1. semantic relations – (chemical) bond is
linked to to bond, interaction, compound . . . ;

2. combinatorial relations – (chemical) bond
combines with covalent, ionic . . .

Both types of relations are modeled by means
of lexical functions (section 1.2 above): paradig-
matic lexical functions in the first case and syn-
tagmatic lexical functions in the second case.
Though lexical functions provide the bulk of
graph structuring in lexical systems, other types
of relations are also implemented. For instance,
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semantic embedding is implemented via links
weaved within lexical definitions: cf. the def-
inition of CATALYSIS I.1, section 3.3 below, that
formally links this term to two semantically em-
bedded terms: REACTION 1 and GIBBS ENERGY.

Such graphs belong to the family of so-called
small-world networks (Watts and Strogatz, 1998)
and their topological properties allow for the au-
tomatic identification of semantic spaces through
clusterization. Figure 1 illustrates the semantic
space of BONDN I.2 – the chemistry sense of the
noun BONDN in the current version of the en-LN5.

Figure 1: Semantic space of BONDN I.2.

Beside being computer-tractable structures,
lexical systems are equivalent to “virtual dictio-
naries”, as all properties of lexical units are en-
capsulated in graph vertices – lexical definitions,
grammatical information, citations from corpora
(i.e. contexts), etc. Thanks to a specially designed
lexical graph editor, it is possible to build a lexical
model and, thus, a terminology, by methodically
weaving lexical systems (Polguère, 2014). In the
specific case of the work presented here, we are
describing the terminology of chemistry by weav-
ing the terminological network of this discipline
directly on top of the general language en- and
fr-LNs. This will allow not only for the proper
connection of terminologies in both language, but

5Graph visualizations are based on the Tmuse algorithm
(Chudy et al., 2013) and are generated with tools provided
by Kodex.Lab (http://kodexlab.com).

also for the “interpretation” of chemical terms rel-
ative to the non-specialized lexical stock, with
which these terms naturally interact in standard
research activity as well as in scientific texts.

3 Example: The Case of CATALYSIS I.1

We now illustrate our approach with the en-LN
description of the noun CATALYSIS. It possesses
the same polysemic structuring as the correspond-
ing verb CATALYZE – see (2), (3) and (4), sec-
tion 1.2. Therefore, two chemistry senses have to
be distinguished within the nominal vocable:

• CATALYSIS I.1 [The catalysis occurred via the for-

mation of a chloromethylated triflate complex, and

electrophilic addition to an aromatic hydrocarbon.]

• CATALYSIS I.2 [Were they doing catalysis, and if so,

how did they recover the catalyst?]

We will focus on the term CATALYSIS I.1,
which is the nominal counterpart of the basic
sense of the verb exemplified in (2).

3.1 From Lexical Graph to Article-View
When weaving lexical systems with the tailor-
made graph editor named Dicet (Gader et al.,
2012), lexicographers are provided with a textual
rendering of lexical information: the article-view
of the headword. We present the article-view of
CATALYSIS I.1 in Figure 2 below.

It is essential to note that the article-view is
only the textual display of fundamentally rela-
tional information encoded in the lexical network.
For instance, what appears as:

S1 : spec catalyst I

in Figure 2 is generated (i) from an S1 lexical
function link (typical name for the 1st actant of the
headword) holding between CATALYSIS I.1 and
CATALYST I and (ii) from a grammatical charac-
teristic link connecting this latter unit to the lin-
guistic usage note “spec”, that characterizes CAT-
ALYST I as being a term.6

In order to truly apprehend the formal nature of
the lexical model in which terminologies are em-
bedded, it is therefore necessary to distance one-
self from textual article-views and focus on the

6Even citations – cf. the [EX](ample) zone in Figure 2 –
are implemented as connections between individual citations
and lexical units they contain.
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Figure 2: Current en-LN article-view for CATALYSIS I.1.

core structuring element of our model: the mul-
tidimensional system of lexical function relations
that connects lexical units.7

3.2 Web of Lexical Function Relations

The structurally most relevant information in Fig-
ure 2 appears in the lexical function zone [LF].
It corresponds to the set of paradigmatic links
that originate from the CATALYSIS I.1 headword
and connect it the rest of the lexical system. (At
present, no syntagmatic link has been encoded for
this specific term.) It is this information, together
with incoming lexical function links, that position
the term in the global structure of the en-LN and
defines its semantic space.

In our terminology, the semantic space of a lex-
ical unit such as CATALYSIS I.1 is much more than
just the subgraph constituted of all outgoing and
incoming lexical function links. It is the topolog-
ically significant cluster of semantically-related
nodes that gravitate around CATALYSIS I.1, as il-
lustrated in Figure 3.

This semantic space features not only lexical
units that are directly connected to CATALYSIS I.1
– e.g. CONTACT ACTION or CATALYST I –, but
also indirectly connected terms – e.g. GREEN

7The distinction between article-view and lexical graph
perspectives on the en-LN bears some similarity with written
vs. graph information modes in Pram Nielsen (2013).

Figure 3: Semantic space of CATALYSIS I.1.

CHEMISTRY or CHEMICAL CHANGE – that en-
tertain significant semantic proximity with this
headword.

At present, semantic space clustering is based
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of Proxemy analysis (Gaume, 2008). It is opti-
mized by taking into consideration the semantic
weight of each individual lexical function. For in-
stance, a paradigmatic lexical function such as S1

possesses the maximal semantic weight “2” in the
en-LN model of lexical functions, while the Oper1

lexical function denoting support verb collocates
possesses the minimal semantic weight “0”.8

We believe that lexical systems – small-world
graphs of lexical units connected by paradigmatic
and syntagmatic relations – are powerful alterna-
tives to more traditional taxonomic models for at
least two reasons: (i) they favor semantic space
connectivity over a more restricted class-based or-
ganization and (ii) they unite both semantic and
combinatorial connections within the same for-
mal apparatus (lexical functions).

3.3 Definitional Embedding of Notions

To conclude, we wish to say a few words about
definitions and their role in the structuring of
terminological knowledge. As indicated in sec-
tion 2, lexical definitions also participate in the
weaving of lexical systems, though to a lesser ex-
tent, by implementing semantic embedding. In
the specific case of CATALYSIS I.1, two lexical
units appear in the article-view as clickable tar-
gets of definitional embedding links: REACTION 1
and the terminological idiom GIBBS ENERGY.
This is made possible by the formal encoding the
definition: an XML-like tagging of the defini-
tional text, that we will not detail here for lack
of space.
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Résumé 

Les marqueurs de relations conceptuelles 
sont un moyen efficace de détecter des 
contextes utiles à l’élaboration de ressources 
termino-ontologiques. De nombreux travaux 
existent, mais aucun recensement n’a été 
effectué. Nous souhaitons construire une base 
de marqueurs de relation pour l’hyperonymie, 
la méronymie et la cause, en français et en 
anglais. La prise en compte de la variation 
dans l’analyse de ces marqueurs nous 
permettra de caractériser leur fonctionnement. 

1 Introduction 

Notre étude se situe dans le cadre du projet 
ANR CRISTAL (Contextes RIches en connais-
sanceS pour la TrAduction terminoLogique) dont 
l’un des objectifs consiste à affiner la notion de 
Contextes Riches en Connaissances (Meyer, 
2001) en prenant en compte différents para-
mètres de variation tels que la langue (français vs 
anglais), le domaine (oncologie vs volcanologie), 
le genre (scientifique vs vulgarisé) et l’utilisateur 
(traducteur vs terminologue). Nous adoptons ici 
le point de vue du terminologue. Nous nous inté-
ressons aux relations que peuvent entretenir au 
moins deux termes, en considérant que ces rela-
tions sont un type de connaissance qu’il est pos-
sible de découvrir dans un corpus spécialisé. Le 
projet s’inscrit ainsi dans la thématique de la 
construction de ressources termino-ontologiques. 

L’un des moyens d’accéder à ces connais-
sances consiste à utiliser des marqueurs de rela-
tions conceptuelles. Non ignorés de l’ingénierie 
des connaissances, de la lexicographie ou de la 
terminologie, ces éléments linguistiques n’ont 

pas fait l’objet d’un recensement systématique, 
ni d’une analyse à grande échelle.  

Nous mentionnons en section 2 les travaux 
dans la lignée desquels nous nous situons. La 
section 3 décrit la méthodologie que nous avons 
adoptée. Nous présentons quelques résultats en 
section 4, et discutons des perspectives de travail 
en section 5. 

2 Travaux antérieurs 

La notion de marqueur de relation a souvent 
été abordée pour élaborer des réseaux de termes, 
que ce soit en ingénierie des connaissances, en 
terminologie, ou en traitement automatique des 
langues. Constitués d’éléments lexico-
syntaxiques, typographiques ou dispositionnels 
(Auger et Barrière, 2008), ils peuvent être utili-
sés pour expliciter la relation qui unit deux 
termes. Cette connaissance peut être représentée 
par un triplet de la forme « Terme 1 - Marqueur - 
Terme 2 », dans lequel le marqueur précise la 
relation existant entre les deux termes. Par 
exemple, la relation d’hyperonymie (générique - 
spécifique) peut être indiquée par le marqueur 
« X est un Y + caractéristiques différentielles » 
(« Le cancer est une maladie caractérisée par la 
prolifération incontrôlée de cellules ») ; et la 
relation de méronymie (ou partie - tout) peut être 
indiquée par le marqueur « X être {for-
mé/constitué} de DET Y » (« le volcan primitif est 
en majorité constitué de coulées d’andésites »). 
Les marqueurs étudiés concernent principale-
ment trois relations : l’hyperonymie, la mérony-
mie, et la cause. Considérées comme 
structurantes, et supposées universelles, elles 
apportent des éléments de connaissance sur les 
termes d’un domaine. 
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De nombreux travaux s’attachent ainsi à dé-
crire les marqueurs de ces relations (Alarcon-
Martinez, 2009 ; Hearst, 1992 ; Garcia, 1998 ; 
Cruse, 2002 ; Séguéla, 2001 ; Condamines et 
Rebeyrolle, 2000). Ces études descriptives doi-
vent permettre d’exploiter les marqueurs de rela-
tion à l'aide d’outils dédiés, afin de détecter le 
plus automatiquement possible des triplets struc-
turant les ressources termino-ontologiques.  

D’autres travaux plus récents s’intéressent à la 
variation de ces marqueurs selon le genre textuel, 
le  domaine, ou la langue (Condamines, 2002 ; 
Marshman, 2006 ; Marshman et L’Homme, 
2006 ; Pearson, 1998). Ces travaux montrent que 
la productivité et la répartition des marqueurs 
varie parfois fortement d’un domaine ou d’un 
genre à l’autre. Ils soulignent la nécessité de 
prendre en compte la variation dans la descrip-
tion des marqueurs de relation, afin d’en étudier 
la « portabilité » (Marshman et L’Homme, 
2006). 

Bien que la littérature sur ce sujet soit abon-
dante, il n’existe pas de base de données recen-
sant l’ensemble des marqueurs des relations 
d’hyperonymie, de méronymie et de cause, ni 
d’analyse systématique à grande échelle de ces 
marqueurs. Notre contribution sera de constituer 
cette base de données et d’analyser chaque can-
didat-marqueur afin d’en donner une description 
linguistique fine. 

3 Méthodologie 

Notre travail s’est déroulé selon deux étapes : 
1) Élaboration de la liste des candidats-

marqueurs en français et en anglais pour 
les relations d’hyperonymie, de mérony-
mie et de cause 

2) Analyse des occurrences des candidats-
marqueurs français en corpus. 

Nous détaillons dans la suite chacune de ces 
étapes. 

3.1 Constitution de la base de marqueurs 
La base de marqueurs de relation a été cons-

truite en deux phases : 
1) Recensement des marqueurs de relation pour 
le français. À partir des travaux existants et dans 
la lignée des travaux mentionnés en section 2, 
nous avons fait une liste la plus exhaustive pos-
sible des marqueurs français pour trois relations : 
hyperonymie, méronymie, cause. 

2) Élaboration de la liste des marqueurs de rela-
tion pour l’anglais (Fabre, 2014). Une première 
liste de marqueurs a été dressée à partir d’une 
étude bibliographique. Cette liste a ensuite été 
enrichie par la traduction de certains marqueurs 
de relation français. Une première validation a 
été effectuée en vérifiant dans le COCA corpus1 
les contextes d’apparition des nouveaux candi-
dats-marqueurs anglais obtenus. La relecture de 
cette liste par une linguiste anglophone a ensuite 
permis de valider la liste finale.  

Le tableau suivant recense le nombre de can-
didats-marqueurs obtenus pour chaque relation et 
pour chaque langue2. 

Marqueurs de rela-
tion conceptuelle FRANÇAIS ANGLAIS 

Hyperonymie 33 35 

Méronymie 95 99 

Cause 192 247 
Tableau 1. Nombre de candidats-marqueurs par rela-
tion et par langue. 

3.2 Évaluation en corpus 
La seconde étape de notre travail a concerné 

l’analyse à grande échelle des candidats-
marqueurs en français, en  prenant en compte les 
différents paramètres de variation que nous 
avons listés plus haut.  Notre corpus traite ainsi 
de deux domaines : la volcanologie, qui appar-
tient aux Sciences de la Terre, et l’oncologie, qui 
appartient aux Sciences de la Vie. Pour chacun 
de ces domaines, nous avons pu constituer un 
corpus scientifique très spécialisé et un corpus 
vulgarisé, en français et en anglais. Les corpus 
scientifiques sont constitués de textes issus de 
revues spécialisées, écrits par des experts à desti-
nation d’experts du domaine ou de domaines 
connexes. Les corpus vulgarisés sont constitués 
de textes issus de revues ou de sites internet de 
vulgarisation ; ils sont écrits par des experts du 
domaine et sont à destination du grand public. 
Les textes français ont été écrits par des auteurs 
francophones, et les textes anglais par des au-

                                                           
1 Davies, M. (2008-). The Corpus of Contemporary Ameri-
can English: 450 million words, 1990-present. Disponible 
en ligne : http://corpus.byu.edu/coca/. 
2 La liste des marqueurs français et anglais sera disponible 
sur le site du laboratoire CLLE-ERSS : http://w3.erss.univ-
tlse2.fr/ 
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teurs anglophones. Le tableau 2 ci-dessous syn-
thétise ces informations.  

Tableau 2. Constitution du corpus d’étude. 

Nous avons extrait de ce corpus les contextes 
comportant les candidats-marqueurs recensés. 
Pour chaque candidat-marqueur de chaque rela-
tion, nous avons annoté le contexte comme suit : 

 « Oui » : la relation est présente 
« Un dynamisme explosif, extrusif et / ou intrusif 
a généré des cônes stromboliens, des necks basal-
tiques » (volcanologie, scientifique). 
Le candidat-marqueur « Det X générer Det Y » 
lie les termes « dynamisme explosif, extrusif et / 
ou intrusif » d’une part et « cônes stromboliens » 
et « necks basaltiques » d’autre part par la rela-
tion de cause. 

 « Non » : le candidat-marqueur 
n’indique pas la relation attendue 

« Mais notre but est un autre volcan très actif et 
dangereux » (volcanologie, vulgarisation) 
Le candidat-marqueur testé « Y être DET X très 
Adj » n’indique pas la relation d’hyperonymie 
attendue entre « but » et « volcan ». 

 « Plutôt oui » : le candidat-marqueur 
exprime la relation conjointement avec 
un autre élément. 

« Trop de repos ou un manque d'activité peuvent 
diminuer l'oxygénation des tissus musculaires » 
(oncologie, vulgarisation) 
La nominalisation « oxygénation » associée au 
candidat-marqueur « diminuer » nous permet 
d’interpréter la relation comme causale. Deux 
éléments du triplet sont ainsi présents. 

 « Plutôt non »: la relation est difficile à 
interpréter ; ou alors les éléments en rela-
tion ne nous intéressent pas dans 
l’optique de construire des ressources 
termino-ontologiques (ce ne sont pas des 
termes du domaine par exemple). 

« Cette découverte motive son élection à l'Aca-
démie des sciences » Relation de cause (volcano-
logie, vulgarisation) 

Il ne nous semble pas pertinent d’intégrer les 
éléments en relation à une ressource terminolo-
gique liée au domaine de la volcanologie. 

 « Indéterminé »: nous ne pouvons éva-
luer la relation (par manque d’indices 
linguistiques ou par manque de connais-
sances sur le domaine). 

« Hormones hypophysaires : Ce sont des hor-
mones sécrétées par l'hypophyse, glande céré-
brale située juste sous le cerveau » (oncologie, 
vulgarisation) 
Les candidats-termes « hormones » et « hypo-
physe » peuvent être reliés par une relation de 
cause ou une relation de fonction. Aucun indice 
linguistique ne nous permet de statuer pour l’une 
ou l’autre des relations. 

Environ 10000 contextes ont été annotés selon 
ces critères. 

4 Résultats 

Comptabilisant ensemble les « oui » et « plu-
tôt oui », nous avons effectué deux types de cal-
culs : la fréquence d’apparition des candidats 
marqueurs dans les corpus, et la productivité de 
chaque candidat-marqueur. Cette productivité 
correspond au pourcentage des énoncés conte-
nant un candidat marqueur pouvant être interpré-
tés comme contenant la relation attendue.  

Nous avons ainsi pu mettre au jour quelques 
phénomènes de variation liés au domaine ou au 
genre textuel que nous présentons ici. 

4.1 Influence du genre textuel 
Les candidats-marqueurs de la relation de mé-

ronymie sont organisés selon différentes catégo-
ries, qui peuvent préciser par exemple : le type 
de liaison que les parties d’un ensemble entre-
tiennent (fusion, jonction, inclusion), le type 
même des parties, si ces parties sont organisées 
ou non (organisation, non organisation), si elles 
proviennent de la décomposition d’objets, si elles 
correspondent à l’expression d’un lieu. Plusieurs 
candidats-marqueurs n’apparaissant pas du tout 
dans les corpus, nous avons choisi d’observer la 
façon dont les occurrences des candidats-
marqueurs sont réparties à travers les catégories 
plutôt que de les comparer de façon isolée. 

 
 

 Oncologie Volcanologie 

Corpus 
scientifique 

200 000 mots / 
langue 

400 000 mots / 
langue 

2002 – 2008 1980 -  2012 

Corpus 
vulgarisé 

200 000 mots / 
langue 

400 000 mots / 
langue 

2001 - 2008 1980 - 2002 
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Catégories de 
regroupement 
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Inclusion 71 109 180 

Non-organisation 37 3 40 

Organisation 12 10 22 

Types de parties 28 28 56 

Lieu  38 40 78 

Parties de même genre 29 20 49 

TOTAL 215 210 425 
Tableau 3. Répartition des occurrences totales de 
certains candidats-marqueurs de la relation de méro-
nymie par catégorie. 

Le tableau 3 ci-dessus présente la répartition 
des occurrences des candidats-marqueurs selon 
certaines catégories. On remarque que dans les 
catégories « Inclusion » et « Non-organisation », 
les occurrences ne sont pas réparties de manière 
équilibrée. Les candidats-marqueurs exprimant 
l’inclusion d’une partie dans une autre sont plus 
fréquents dans le corpus scientifique. Les candi-
dats-marqueurs indiquant que les parties ne sont 
pas organisées entre elles sont plus fréquents 
dans le corpus vulgarisé. Un Chi-test3 (p ≤ 0,001) 
a confirmé la différence des deux corpus par 
rapport aux catégories des candidats-marqueurs. 

La catégorie « Inclusion » comporte des 
candidats-marqueurs comme « X {comprendre/ 
abriter/comporter/compter/inclure/intégrer} DET 
Y », ou « Y (être) {classé/classifié/catalogué/ 
rangé/placé/inclus/étiqueté/catégorisé/groupé} 
dans  DET X ». Leur fréquence plus importante 
en corpus scientifique peut être due à deux 
facteurs. Le premier concerne la notion 
d’inclusion elle-même, qui peut être difficile à 
appréhender, et que l’on retrouve souvent dans 
les domaines des mathématiques, de la logique, 
de la biologie, de la minéralogie. L’autre facteur 
concerne les éléments en relation dans ces 
structures. Dans la plupart des contextes 
contenant ces candidats-marqueurs, les éléments 
en relation sont des candidats-termes : « acte 
chirurgical » et « curage axillaire », « complexe 
volcanique » et « cratère » par exemple. Si l’on 
ne connait pas la signification de ces termes, un 
effort de compréhension est nécessaire pour 
saisir le lien de méronymie qu’il peut exister. On 
                                                           
3 Je remercie sincèrement Basilio Calderone, membre de 
CLLE-ERSS pour son aide. 

peut ainsi émettre l’hypothèse que l’apparition de 
ces candidats-marqueurs est liée à une volonté 
des auteurs, experts de leur domaine, de 
s’adresser à leurs pairs, sans avoir à détailler à la 
fois la relation d’inclusion et la spécificité des 
termes en relation.  

La catégorie « Non-organisation » comporte 
quant à elle des candidats-marqueurs comme « X 
{être/résulter/de/issu de} DET {tas/amas/ ramas-
sis/masse/accumulation/entassement} de (DET) 
Y » ou « {tas/amas/ramassis/masse/ accumula-
tion/entassement} de (DET) Y {dans/en/pour 
former /pour constituer/donner} (DET) X ». La 
présence d’éléments du lexique comme « tas » 
ou « accumulation » rend ces structures facile-
ment compréhensibles. Elles ne fournissent pas 
d’information précise sur les liens que peuvent 
entretenir les parties. Assez générales et peu 
spécialisées, elles peuvent être comprises par 
tous les lecteurs ; quand bien même les éléments 
en relation seraient des candidats-termes comme 
« lave » et « dôme » ou « cellules » et « gan-
glions lymphatiques » par exemple. Ce manque 
de précision peut expliquer la très forte fré-
quence d’apparition de ces candidats-marqueurs 
en corpus vulgarisé. Les auteurs ne peuvent en 
effet pas détailler toutes les connaissances d’un 
domaine spécialisé. 

Finalement, il semblerait que le genre textuel 
ait une influence à plusieurs niveaux : au niveau 
des catégories de la relation de méronymie, au 
niveau des candidats-marqueurs eux-mêmes, au 
niveau des éléments en relation. 

4.2 Influence du domaine 
Le fonctionnement des candidats-marqueurs 

de cause semble varier de manière significative 
en fonction du domaine (figure 1). 

 

 
Figure 1. Répartition de quelques candidats-
marqueurs de cause selon le domaine. 

Dans le domaine de l’oncologie, les candidats-
marqueurs de cause les plus représentés (aggra-
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ver, gêner, réduire, diminuer) appartiennent aux 
catégories /influencer/ et /gêner/, que l’on peut 
paraphraser par « X cause une influence/une 
gêne sur Y ». Dans le domaine de la volcanolo-
gie, les candidats-marqueurs les plus représentés 
(générer, mener à, mais aussi déclencher, créer, 
engendrer) sont liés à la catégorie /créer/, qui 
indique qu’un phénomène ou une situation X est 
la cause de l’existence d’un phénomène ou d’une 
situation Y. Les objectifs distincts des deux do-
maines peuvent expliquer ces différences. 
L’oncologie, et la médecine plus généralement, a 
pour but de soigner, d’étudier le développement  
des maladies, de décrire des symptômes, des 
effets secondaires liés aux traitements. En objet 
des candidats-marqueurs présents, on retrouve 
des éléments du lexique comme "séquelles", 
"dépression", "lymphœdème", "cancer", qui sont 
liés aux symptômes, aux diagnostics, aux traite-
ments du cancer. La volcanologie a pour objectif 
d’étudier l’origine ainsi que les mécanismes du 
volcanisme. Elle s’intéresse à la création des 
volcans, mais également à ce qu’ils produisent, 
ce qui va de concert avec la catégorie /créer/ de 
la relation de cause. On retrouve ainsi en objet 
des candidats-marqueurs de cause présents des 
éléments lexicaux qui désignent les produits des 
volcans : "cendres", "lahars", ou qui concernent 
la typologie des volcans : "structures", "cônes". 
Dans les deux cas, il semble bien que ce soit le 
domaine qui ait une influence sur l’apparition 
des candidats-marqueurs de cause. 

5 Perspectives  

Les premiers résultats nous ont permis de va-
lider nos hypothèses sur l’influence du genre 
et/ou du domaine sur le fonctionnement des mar-
queurs de relation. Nous souhaitons pour la suite 
mener des analyses plus fines, afin de mettre en 
évidence des fonctionnements propres à chaque 
sous-corpus en lien avec la nature de sa varia-
tion. Cela nous permettra de mettre au point des 
catégories de fonctionnement des marqueurs de 
relation en fonction du domaine et du genre. 
Nous pourrons ainsi dresser une typologie des 
marqueurs de relation, indiquant les cas dans 
lesquels les marqueurs sont productifs : dans tous 
les corpus, dans le domaine de la volcanologie, 
dans le genre vulgarisé, etc.  

Le second aspect que nous souhaitons déve-
lopper concerne l’amélioration de la productivité 
des marqueurs. Pour cela, nous souhaitons utili-
ser différentes ressources externes pour con-

traindre le co-texte. Ces ressources, de type lexi-
cal, nous permettront à la fois de sélectionner et 
de filtrer les contextes extraits. L’utilisation de la 
liste des candidats-termes ainsi que celle des 
nominalisations déverbales nous permettront par 
exemple de sélectionner des triplets complets. Le 
lexique transdisciplinaire scientifique pourra 
nous permettre de filtrer certains contextes 
n’apportant pas de connaissances spécifiques sur 
le domaine. 

Enfin, il serait intéressant de projeter des 
couples de termes dont on connaît la relation afin 
de pouvoir découvrir des marqueurs spécifiques 
au domaine. 
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Abstract

In this communication, we advocate the use
of upper level ontologies such as the Basic
Formal Ontology (BFO) to enhance termi-
nological resources and research. First, we
present common issues in ontologized ter-
minological work. Then, we review two
projects that illustrate the potential advan-
tages of integrating rigorous formal upper
level ontologies. Finally, we discuss pos-
sible challenges and conclude with a sum-
mary of the benefits that such ontologies
can bring to both terminological theory and
practice.

1 Introduction

Terminologies encode lexical and background
knowledge that experts have about their domain
of expertise. These resources can be associ-
ated with a more explicit ontology-like represen-
tation of the entities in the relevant domain. Such
representations may include, for example, non-
lexicalized concepts. This extends mere termi-
nologies to more sophisticated knowledge repre-
sentations. Being language independent, ontolo-
gized terminologies have the advantage of inte-
grating multilingual terminologies. When aug-
mented with axioms, they can be used in reasoning
systems.

Terminological works, where they refer to on-
tologies at all, generally use Gruber’s definition of
an ontology as “an explicit specification of a con-
ceptualization.” (Gruber, 1995). Ontologies built
on the basis of this definition thus depend on peo-
ples’ concepts. As a result, the Gruber approach
may lead to several distinct ontological represen-
tations of the same domain, whether expressed in

the same natural language or in different ones.
This definition may also lead to a multiplication
of ontological terms expressing categories and re-
lations to represent the same or distinct conceptual
systems.

However, a multiplication of ontological meta-
languages (categories and relations) tends to cre-
ate knowledge silos (Smith and Ceusters, 2010).
In particular, when these metalanguages are
domain-specific. Even within a single domain, us-
ing distinct metalanguages can limit interoperabil-
ity of systems using ontological representations
of terminologies. Furthermore, from the termi-
nological research viewpoint, a multiplication of
categories and relations hinders the advancement
of our understanding of conceptual systems, of
the internal structure of terms and definitions, etc.
To avoid these limitations, we propose that termi-
nologists developing terminological resources and
carrying out research would greatly benefit from
using an upper level ontology, such as the Ba-
sic Formal Ontology (BFO), to integrate resources
and research.

In this communication, we present and discuss
existing works integrating upper level ontologies,
and underline the main advantages of augmenting
terminological knowledge with categories and re-
lations from an upper level ontology such as BFO.

2 Limitations of Ontological
Terminologies

As shown in Seppälä (2012), common issues in
ontologized terminologies are:

• Lack of rigorously defined categories and re-
lations. The interpretation of the metalan-
guage is left to our intuitive understanding of
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the terms used for expressing the used cate-
gories and relations.

• is a overloading (Guarino, 1998): the is a
relation used for structuring the domain on-
tology does not distinguish the genuine is a
subsumption relation from the instance of
relation, and sometimes even from the
part of relation.

• Multiplication of domain-specific, some-
times ad hoc, categories and relations.

• When upper level categories are used, limita-
tion to a few top-most categories, which are
completed with domain-specific ones (Faber,
2002; Kageura, 2002).

The above limitations result in practical and
research-related consequences for terminological
works, which can be summarized as follows:

• Confusing and incompatible representations
of the same domain.

• Non-interoperable terminologies, which hin-
ders the possibility of sharing and reusing ter-
minological resources.

• Non-generalizable observations of termino-
logical phenomena, which hinders research
towards a proper understanding of content-
related principles governing term formation,
definition composition, and conceptual sys-
tem organization. This eventually hinders the
development of widely (re)usable termino-
logical tools, for example, for creating new
terms and writing definitions.

• Non-comparable results of terminological re-
search for lack of a common well-defined
domain- and language-independent metalan-
guage, which hinders the development of a
mature integrated science.

These shortcomings can be addressed by
adopting well-defined domain- and language-
independent upper level categories and relations
(ontological metalanguage) of the sort accounted
for in formal upper level ontologies.

3 Enhancing Terminologies with Upper
Level Ontologies

A formal upper level ontology can be defined as
“a representation of the categories of objects and
of the relationships within and amongst categories
that are to be found in any domain of reality what-
soever.” (Spear, 2006)

To illustrate the potential advantages for termi-
nology of using formal upper level ontologies, we
describe two projects that integrate such ontolo-
gies. There are a few upper level ontologies that
can be used by mid-level or domain-specific on-
tologies to define and relate their categories in a
non-ambiguous manner, using logical axioms if
needed. The projects described hereafter use, re-
spectively, the Descriptive Ontology for Linguistic
and Cognitive Engineering (DOLCE) (Masolo et
al., 2001) and the Basic Formal Ontology (BFO)
(Arp et al., 2015).

3.1 The KYOTO Project

The KYOTO project aims at representing domain-
specific terms in a computer-tractable axiomatized
formalism to allow machines to reason over texts
in natural language (Vossen et al., 2010). The sys-
tem developed in this project comprises a platform
for multilingual text mining and information ex-
traction that was tested on documents from the en-
vironmental domain. The semantics of the terms
are defined through the KYOTO ontology which
is based on DOLCE. WordNets and specialized
vocabularies of different languages are linked to
ontology classes on the basis of a mapping of the
English WordNet to the KYOTO ontology. “This
basic ontology and the mapping to WordNet are
used to model the shared and language-neutral
concepts and relations in the domain.” (Vossen et
al., 2010, 4) The system can thus “detect similar
data across documents in different languages, even
if expressed differently.” (Vossen et al., 2010, 2)

In Vossen et al. (2013), the authors extracted
statements from texts about the Chesapeake Bay
using Kybots, scripts based on ontological and lin-
guistic patterns in annotated text. The results of
baseline fact extraction were compared with Ky-
bot extraction and Cterm extraction, both of which
utilize the KYOTO ontology. The result was that
the baseline and Kybot profiles had high recall,
100% and 91% respectively. The baseline had
low precision (18%), whereas the precision of the

Proceedings of the conference Terminology and Artificial Intelligence 2015 (Granada, Spain) 
 

180



Kybot profiles was better, though not optimal, at
31%. In short, leveraging ontological information
in domain-specific fact extraction NLP resulted in
high recall and improved precision.

3.2 The BFO-Based Ontological Analysis
Framework

The second project consists in analyzing the con-
tents of definitions using the categories and rela-
tions of BFO (Seppälä, 2012; Seppälä, 2015b).
The author puts forward an ontological anal-
ysis framework that is domain- and language-
independent and that can be used in any kind of
terminological conceptual analysis task. The cat-
egories and their characteristics are also used as
models that serve to predict the contents of defini-
tions. These may be used as templates in tools to
help in definition writing.

The results of the pilot study reported in
Seppälä (2012; 2015b) show that these BFO-
Templates account for about 75% of the contents
of definitions of terms from 15 distinct domains.
The rest of the definition contents can be described
using the BFO categories and relations.

The well-defined BFO vocabulary can thus be
used as a metalanguage to describe definition con-
tents, term formation, and the organization of
conceptual systems in a way that research find-
ings can be compared and integrated. In prac-
tice, BFO-based ontologized terminologies would
have the advantage of being interoperable, as it
is already the case for the mid-level and domain-
specific ontologies (and the corresponding termi-
nologies) that extend BFO, such as the Ontology
for Biomedical Investigations (OBI) and the On-
tology for Biobanking (OBIB)1.

4 Possible Obstacles to Use of Upper
Level Ontologies

Using upper level ontologies may sometimes
prove challenging. Possible issues may be:

• Upper level ontologies evolve and their cate-
gories are, at times, still under development.

1For a full list, see http://ifomis.

uni-saarland.de/bfo/users. For an illus-
tration of interoperability and its advantages, see the
presentation on The OBIB Ontology for Biobanking, by
Chris Stoeckert, Jie Zheng, and Mathias Brochhausen
http://ncorwiki.buffalo.edu/index.php/

CTS_Ontology_Workshop_2015.

In those cases, it may not be straightforward
under which category to place a term.

• Specifications of the upper level ontology
may be sparse and lacking, and sometimes
too formal (OWL, first order logic) to be eas-
ily understood by terminologists.

• An adequate use requires familiarity with the
upper level ontology chosen.

A solution to such issues would be to use exist-
ing mappings of WordNet to upper level ontolo-
gies as aids for integration. A future mapping
of WordNet to BFO should facilitate the integra-
tion of BFO in terminological projects (Seppälä,
2015a).

5 Conclusion

We saw that ontologized terminologies present a
number of shortcomings that can be addressed by
integrating a formal upper level ontology. We il-
lustrated the advantages of such an enhancement
by reviewing two projects that use such ontolo-
gies. To summarize, the main benefits of using
a language- and domain-independent upper level
ontology are, on the practical side, the possibility
to integrate multilingual and multi-domain termi-
nological resources with one another and with in-
formation system tools. The latter can thus use the
inferences drawn on the basis of the upper level
ontology to reason over and manipulate multilin-
gual natural language texts. Using a well-defined
formal upper level ontology as a basis for termino-
logical work would make sharing and reuse of ter-
minologies easier: identifying and sharing com-
mon terms, constructing new definitions using the
same building blocks (information types and logi-
cal axioms), etc. Such a framework avoids seman-
tic conflicts and need for mapping.

On the research side, using a well-defined on-
tological metalanguage allows: carrying out rig-
orous and comparable conceptual analysis work
in terminology; making language- and domain-
independent generalizations about term formation,
definition content structure, and terminological
systems’ organization, which can help develop
empirically based content standards and writing
aid tools; creating comparable research results that
contribute to developing a mature integrated ter-
minological science.
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Moreover, a metalanguage using the categories
and relations of an upper level ontology for de-
scribing terminological data (for example, terms’,
definitions’, and conceptual systems’ structure)
can fruitfully complement any terminological re-
source whether or not already ontologized. Cimi-
ano et al. (2011) propose, for example, a model
to formally link lexicons (with relevant linguistic
descriptions) to ontologies.

Using more specifically a BFO-based metalan-
guage would further enhance our understanding
of the relationship between the lexical, linguis-
tic, conceptual, and ontological levels of termi-
nologies. Indeed, BFO is a realist ontology that
represents the things that exist in the world and
the relations between them, independently of our
conceptualizations thereof. A BFO-based meta-
language may thus provide an additional level of
understanding to existing descriptive frameworks.

We therefore encourage terminologists to fully
embrace the best ontological practices to enhance
their research and resources.
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Selja Seppälä. 2012. Contraintes sur la
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Abstract 

As a step in a project whose final goal is to 
propose a Controlled Natural Language for 
requirements writing at CNES (Centre Na-
tional d’Études Spatiales), we intend to 
build the grammar of the textual genre of 
the requirements. One of the main issues 
faced when analyzing our corpus is the 
(sometimes subtle) difference between the 
terms and syntactic structures pertaining to 
the genre and those linked to the domain (in 
our case, the development of space systems) 
– a difference that is generally not taken in-
to account by automated tools. In this paper,
we present a methodology aimed at detect-
ing candidate terms and textual patterns
specific to the genre by combining results
obtained from a terminology extractor and a
data mining tool with a validated resource
in use for indexing documents at CNES.
The results are then illustrated by a selec-
tion of examples from our corpus.

1 Introduction 

This study is part of a wider project aiming at 
improving the writing of requirements1 at CNES 
(Centre National d’Études Spatiales), the French 
Space Agency. 

Indeed, the requirements (as well as the speci-
fications, that is, the documents in which they 
are included) are mostly written in a natural lan-
guage – in this case, in French –, and as a conse-
quence they may sometimes contain well-known 
related problems, such as ambiguity and vague-
ness (Pace & Rosner, 2010). A Controlled Natu-
ral Language (CNL) is a possible solution to 

1 According to one of the definitions given by IEEE (1990), 
a requirement is: “a condition or capability that must be met 
or possessed by a system or system component to satisfy a 
contract, standard, specification, or other formally imposed 
documents”. 

avoid or at least substantially limit these prob-
lems by setting constraints on the lexicon, the 
syntax or the semantics (Kuhn, 2014). 

However, in order for this CNL to be actually 
applied, we believe that it should not be unneces-
sarily restrictive and, in particular, not too far 
removed from the way engineers are already 
used to write the documents – otherwise, they 
will probably merely ignore it. In other words, 
we wish to propose a CNL inspired by already 
existing data, following a corpus-driven and 
corpus-based methodology that we describe 
more in details in (Condamines & Warnier, 
2014). 

This methodology relies on the existence of a 
textual genre, which Bhatia (1993) defines as “a 
recognizable communicative event characterized 
by a set of communicative purpose(s) identified 
and mutually understood by the members of the 
professional or academic community in which it 
regularly occurs”, as it is clearly the case for 
requirements writing (since it is a recurring task 
performed by employees working in similar 
companies), and in particular of a sublanguage, 
defined by Somers (1998) as “an identifiable 
genre or text-type in a given subject field, with a 
relatively or even absolutely closed set of syntac-
tic structures and vocabulary”. We were already 
able to provide some evidence in favor of this 
hypothesis (if not for all requirements, at least 
for requirements written in French at CNES) and 
we are now trying to build the grammar (that is 
to say the set of rules followed – consciously or 
not – by the speakers of this community to pro-
duce acceptable utterances) of this particular 
genre by semi-automatically analyzing specifica-
tions of two former projects. 

In the present study, we will focus on the re-
sults obtained by a terminological extraction. 
More specifically, we will propose a method to 
sort them (as we are interested only in the terms 
pertaining to the genre, not in those pertaining to 
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the domain) and subsequently to use them as a 
filter to retrieve textual patterns belonging to the 
grammar of the genre. An example of similar 
work, based on collocations and n-grams, is giv-
en by the transdisciplinary scientific lexicon 
(Tutin, 2007). 

2 Genre vs. domain 

Although this grammar should ideally be in-
dependent of the field (aerospace industry, aero-
nautics, software engineering, etc.), in practice, 
the distinction is not so simple as regards speci-
fications2. While some features are indeed inher-
ent in the nature of the documents (because they 
describe something that does not exist yet, but 
will have to exist and to conform with the re-
quirements, the use of the future tense and in-
junctions, for instance, are common), others, 
however, are closely related to the field to which 
belongs the future “object” being described. It 
may reasonably be assumed that the lexical lev-
el – since it directly refers to the object in ques-
tion – is most significantly affected by the 
domain, but we cannot reject the hypothesis that 
syntactic structures too may differ from one field 
to another. 

For that reason, if we want to define a termi-
nology of requirements, we must keep in mind 
that the candidate terms proposed by the termi-
nology extractors may actually belong either to 
the genre or to the domain. Unfortunately, alt-
hough the possibility to filter terms by domain 
has already been highlighted as a user need 
(Blancafort et al., 2011), traditional extractors do 
not provide any means to distinguish a priori 
between genre and domain, because they are 
designed mostly for more didactic corpus, where 
the field matters much more than the genre (e.g. 
in order to establish the terminology in use in a 
company or in a knowledge domain). Further-
more, similar problems are to be expected when 
using other kinds of automated tools (such as 
data mining software), as they will also mix the 
two different types of words and terms. 

Specifications are thus unusual, specialized 
corpora and they bring new challenges to termi-
nology extraction in general. In particular, con-
sidering the fact that the candidate terms linked 
to the domain are probably more numerous than 
those linked to the genre, we want to find a way 

                                                           
2 The distinction between genre and domain itself is actual-
ly far from trivial (Lee, 2001). 

to exploit the results without a need for manually 
revising all of them. In the next section, we pre-
sent the small experiment we conducted on our 
corpus of specifications as a possible way to 
reach this goal, but also to reuse these results to 
filter textual patterns identified by a text mining 
tool. 

3 Methodology 

3.1 Corpora 
All the operations described hereafter were 

performed on two corpora of requirements in 
French extracted from several specifications 
provided by the CNES. (All tables and figures 
were removed from the requirements, because 
their automatic analysis would have been more 
difficult.) The first corpus concerns the project 
called “Pleiades” 3  (two very-high-resolution 
satellites for Earth observation) and is composed 
of nearly 120,000 words; the second corpus, 
related to the smaller project “Microscope”4 (a 
microsatellite, whose main objective is to verify 
a physical principle), contains nearly 44,000 
words. Although the requirements were written 
under similar circumstances and represent the 
same levels of specifications for the two projects, 
it is worth noting that Pleiades and Microscope 
have totally different scales and purposes. Con-
sequently, the fields to which they relate are at 
least partially distinct. 

3.2 Candidate terms 
First of all, candidate terms for both corpora 

were extracted using the terminology extractor 
developed for the Talismane toolkit (Urieli, 
2013); based on a syntactic analysis, it extracts 
only contiguous noun phrases. The first list we 
obtained (Pleiades) contained 1,551 candidates, 
while the second one (Microscope) contained 
716 candidates (minimum frequency = 5). 

Since they included candidate terms for the 
genre and for the domain (see section 2), and 
since we are interested only in the former, all the 
entries present in a list of terms used at CNES 
for indexing documents in their knowledge base 
were removed. This list of domain terms (used 
here as a “stop list”) has been augmented for 
many years thanks to internal documents of vari-
ous types and carefully validated by domain 

                                                           
3 https://pleiades.cnes.fr/en/PLEIADES/index.htm 
4 http://missions-scientifiques.cnes.fr/MICROSCOPE/ 
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experts. We therefore assume that the terms that 
it contains are representative of the fields cov-
ered by the different projects conducted at CNES 
over the past years; furthermore, it is safe to 
think that it should not contain terms belonging 
to the genre of requirements, because they would 
not be helpful for indexation (since they are too 
general). After this step, only 1,355 entries re-
mained for Pleiades (a difference of almost 200 
entries) and 598 for Microscope (more than 100 
candidates were thus discarded). 

In order to remove even more candidate terms 
supposedly linked to the field, we decided to 
keep only entries present in both lists (Pleiades 
and Microscope). This resulted in a much shorter 
list of just 300 candidate terms (meaning 1,055 
were exclusive to Pleiades and 298 to Micro-
scope). This step makes sense because the speci-
fications of Pleiades and Microscope are 
comparable at many levels, but also because, as 
already mentioned, the two projects are suffi-
ciently distinct. Hence, whereas the first selec-
tion was useful to eliminate candidates related to 
the field at a more general level (e.g. “satellite” 
or “simulation”), here some of the candidates 
were not kept because they are more dependent 
to one of the two projects, and thus more special-
ized (e.g. “magnétomètre” ‘magnetometer’ or 
“masse interne” ‘internal mass’). (However, 
because the corpus of specifications from Pleia-
des is almost three times larger than the other 
corpus, it is also probable that some terms, such 
as “priorité” ‘priority’, could have appeared in 
the Microscope corpus as well.) 

Lastly, we proceeded to a manual revision of 
the remaining candidate terms to eliminate some 
entries that were obviously noise. The final list 
contains 267 candidate terms (to be compared 
with the original list, which would have con-
tained over 1,850 different candidates, or almost 
2,000 if the extraction had been performed on the 
two corpora as a whole). Interestingly, the terms 
seem to concern both functional requirements 
(e.g. “fonctionnalité” ‘functionality’) and non-
functional requirements (e.g. “disponibilité” 
‘availability’). 

3.3 Textual patterns 
Of course, a grammar of genre should not be 

limited to the lexicon, as it would be the case 
with the results of the terminological extraction. 
We would like to identify recurring syntactic 

structures or, at least, frequent textual patterns5 
with the help of text mining tools. 

For this purpose, we used SDMC (Quiniou et 
al., 2012) to retrieve patterns of lemmas (i.e. 
canonical forms of the words) frequent in the 
two corpora, such as “comme décrire dans le 
tableau” ‘as describe in the table’, appearing 
seventeen times in total. These patterns have 
variable lengths. Here again, the main problem is 
the huge number of results: almost 14,000 pat-
terns were proposed, making a manual revision 
extremely time-consuming. 

In order to reduce this number to a more rea-
sonable proportion, we have decided to keep 
only patterns containing at least one of the re-
maining candidate terms (for the sake of simplic-
ity, the noun phrases were reduced to their 
heads); indeed, we assume that the structures 
based on terms belonging to the genre are them-
selves more likely to be typical of this same gen-
re. This restriction limited the number of patterns 
to approximately 6,000, among which “être con-
naître avec un [précision]6 meilleur que (num-
ber)” ‘be know with a [precision] better than 
(number)’, “être conforme au [format]” ‘be con-
sistent with the [format]” and “devoir respecter 
le [contrainte]” ‘must respect the [constraint]’. 

The list can be further reduced by focusing on 
patterns containing a verb. In this way, we con-
sider an intermediary level between the lexicon 
and the discourse. 

To conclude this section, the main steps of 
the process we described are represented by Fig-
ure 1. 

 
                                                           
5 Patterns of this kind are the basis of the so-called “boiler-
plates” (Hull et al., 2005), which are basically fixed struc-
tures filled with variable elements at determined positions. 
6 The candidate terms are between square brackets. 
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Figure 1. Main steps of the proposed methodology. 

4 Results 

In this section, we briefly discuss some of the 
results we obtained after applying the process 
described previously. 

4.1 Regarding terms 
Some terms belonging to the space domain 

remain: initialisms (“ASH”, “DGAPC”), terms 
too general to be useful for indexation (“mis-
sion”, “centre de contrôle” ‘control center’), 
terms of the field (“tuyère” ‘nozzle’, “calibra-
tion”). 

Others, by contrast, belong more to the genre. 
They may describe a need (“besoin de 
test+programmation+restitution” ‘need for a 
test+programmation+restitution’) or the charac-
teristics of the objet that is described (“taille du 
buffer temporaire+du paquet TM” ‘size of the 
temporary buffer+TM packet”, “durée de désatu-
ration+la manœuvre” ‘duration of desatura-
tion+the manoeuvre’); they can specify expected 
functions (“fonction de gestion+filtrage” ‘func-
tion of management+filtering’); or they can be 
related to the management of the project: possi-
ble problems (“défaillance” ‘failure’, “défaut” 
‘defect’), necessary documentation (“rapport 
d’avancement+d’expertise” ‘progress+expertise 
report’), validation (“acceptation” ‘acceptance’, 
“confirmation”, “autorisation” ‘authorization’). 

Some terms can belong either to the field or 
to the genre, depending on their modifier: “date 
de début du produit” ‘starting date of the prod-
uct’ (genre) vs. “dates de début et de fin de 
vidage TM” ‘starting and ending dates of the 
emptying of the TM’ (field, because of the do-
main terms “vidage TM”). 

4.2 Regarding structures 
The most frequent verbs in the patterns are: 

“être” ‘to be’, “devoir” ‘must’, “permettre” ‘to 
allow’, “mettre” ‘to put’, “prendre (en compte)” 
‘to take (into account)’, “fournir” ‘to provide’, 
“pouvoir” ‘to be able’, “définir” ‘to define’, 
“passer (en mode+dans l’état)” ‘to enter (a 
mode+a state)’, “contenir” ‘to contain’, “donner” 
‘to give’, “utiliser” ‘to use’, “gérer” ‘to manage’, 
“sélectionner” ‘to select’, “rejeter” ‘to reject’, 
“traiter” ‘to process’, “correspondre” ‘to corre-
spond’, “générer” ‘to generate’, “décrire” ‘to 
describe’, “tenir” ‘to hold’, “exécuter” ‘to exe-

cute’, “vérifier” ‘to verify’, “calculer” ‘to calcu-
late’. 

Some structures based on these verbs are typ-
ical of the corpus: 

[Det N permettre de (V+deverbal noun)]: “le 
DUPC permettra de modifier localement les 
paramètres du calcul”. 

[Det N fournir Det N1 (à Det N2)]: “cette in-
terface fournit les positions navigateur de 
l’instrument”. 

[Det N utiliser Det N2 (pour V)]: “le système 
GIDE utilisera le protocole FTP pour effectuer 
les transferts”. 

[Det N fournir (à Det N2) Det N3]: “le sys-
tème de navigation fournira au système informa-
tique central une réference de temps”. 

[Sur réception de cette TC, le LVC exécute la 
procédure de mise ON+OFF de Det N (, par 
l’envoi de commandes (sur+vers+à Det N3))]: 
“sur réception de cette TC, le LVC exécute la 
procédure de mise ON de la carte IOT sélection-
née, par l’envoi de commandes discrètes sur 
l’OBMU” (only in Pleiades). 

[Det deverbal noun doit s’exécuter (condi-
tions)]: “la consolidation du scenario de travail 
au CECT doit s’exécuter en moins de 15 secon-
des” (only in Microscope). 

[Det N (avoir la capacité de+être (capable 
de+autorisé à)) traiter Det N2]: “le CCC doit 
avoir la capacité de récupérer et traiter 291 Mo 
de TM par jour”. 

These regular structures are therefore part of 
the grammar of the genre of requirements (at 
CNES). 

5 Conclusion 

As emphasized in section 2, specifications of 
space systems represent a particular type of cor-
pus, because the terms of the domain and the 
terms of the genre are closely linked – making it 
difficult to automatically distinguish them. In 
section 3, we described the methodology we 
applied to keep only the terms belonging to the 
textual genre, using an existing resource (built 
for other needs) and a comparison between two 
corpora. This also allowed us to identify some 
structures (textual patterns) belonging to the 
grammar of the genre, which are used for writing 
functional requirements (describing expected 
functions) as well as for non-functional require-
ments (describing qualities or constraints applied 
to the system). The grammar could be refined 
thanks to existing guides to writing specifica-
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tions that specify the various sections of the doc-
uments and the different types of requirements, 
which are likely to be expressed in different 
ways. 

Nevertheless, it also appears that it is not al-
ways possible to draw a line clearly separating 
terms of the field and terms of the genre, since 
some terms may belong to both categories. In 
any case, the interpretation of the results remains 
dependent on the objective(s) being pursued. 

Finally, we used this experiment as a proof-
of-concept; before we can generalize it, we 
would have to ask for validation by experts (ex-
perienced writers). It would also be very interest-
ing to compare our corpus to specifications 
written in another domain. 
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Abstract

We propose an experience on the automatic
detection of sentences conveying the notion
of chemical risk. Our objective is to study
which resources are useful for the automatic
detection of such sentences. Lexical, se-
mantic and opinion-oriented content of the
sentences is studied. Our results indicate
that not only lexical and semantic content
must be taken into account, but also markers
related to the modality, opinion and polarity.

1 Introduction

Chemical risk is relative to situations in which
chemical products are dangerous for human or
animal health and consumption, and for environ-
ment. The automatization of the process can help
the experts to control and manage large amounts
of scientific literature, that have to be analyzed
to support the decision making process (van der
Sluijs et al., 2008). The sentences that must be rec-
ognized are for instance: The Panel concluded that
the current NOAEL for BPA (5 mg/kg b.w./day)
would be sufficiently low to exclude any concern
for this effect, or Despite this lack of evidence,
the possibility of poultry and egg consumption as
an exposure route to HPAIV remains a concern to
food safety experts. Such sentences are to be as-
signed in categories related to the chemical risk:
the first sentence is related to the significance of
the results, while the second is related to the qual-
ity of the scientific hypothesis. If such sentences
are detected in scientific publications or reports,
it means that these publications or reports contain
information not fully reliable and can possibly in-
dicate the insufficiency of the corresponding stud-
ies and the presence of the risk.

The chemical risk is poorly studied, although
the notion of the risk is addressed by other works:
building of the dedicated resources (Makki et al.,
2008), exploring of known industrial incidents
(Tulechki and Tanguy, 2012), computing the ex-
position to the risk (Marre et al., 2010). Our objec-
tive is to study which resources are useful for the
automatic detection of the sentences which convey
the notion of the chemical risk.

2 Material and Methods

In addition to the lexical and semantic content of
the text, we use several kinds of resources in order
to favour one aspect or another. These resources
contain markers oriented on modality, opinion and
polarity expressed by the authors on the proposed
experiements: (1) uncertainty (possible, should,
may, usually) indicates that there are doubts on
the results presented, their interpretation, etc.; (2)
negation (no, neither, lack, absent, missing) indi-
cates that the results have not been observed, that
the study does not respect the expected norms,
etc.; (3) limitations (only, shortcoming, insuffi-
cient) indicates that there are some limits of the
work, such as unsufficient sample size, small num-
ber of tests or doses explored, etc.; (4) approxi-
mation (approximately, commonly, estimated) in-
dicates other kinds of insufficiency related to im-
precise values of substances, samples, dosage, etc.

The work is done with the corpus on chemi-
cal risk reporting on several chemical experiments
with bisphenol A (EFSA Panel, 2010). It contains
over 80,000 occurrences. The reference data are
obtained through a manual categorization of the
corpus sentences: 425 sentences are assigned to
55 classes of the chemical risk.
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(b) Natural variability

Figure 1: F-measure obtained during the categorization of sentences into classes of the chemical risk.

We tackle the problem through the supervized
categorization with the Weka platform (Witten
and Frank, 2005). Sentences correspond to the
units, while 7 classes (most frequent) of the chem-
ical risk are the categories to which the sentences
have to be assigned. The resources and the linguis-
tic annotation of corpus (Schmid, 1994) provide
several descriptors. These are used to build sev-
eral sets of descriptors. They represent the seman-
tic and linguistic content of the sentences: forms
(the forms such as they occur in the corpus), lem-
mas (lemmatized forms), lf (combination of forms
and lemmas), tag (POS tags, such as nouns, verbs,
adjectives), lft (combination of forms, lemmas and
POS-tags), stag (semantic tags of words, such as
uncertainty, negation, limitations), all (combina-
tion of all the descriptors available). The descrip-
tors are weighted with various methods (freq raw
frequency, norm normalization by the length of the
sentences, and tfidf tf-idf normalization).

3 Results

Figure 1 presents some results obtained for two
categories: Significance of the results and Natural
variability of the results. We can observe some
difference according to the descriptors: the ex-
ploitation of forms, semantic tags (with Signifi-
cance of the results) and various combinations of
descriptors provide results that are often better for
these two categories and for other categories. We
assume that these two kinds of descriptors (lexical
and semantic content of corpus and the descriptors
related to modality, polarity and opinion (Vinod-
hini and Chandrasekaran, 2012)) provide comple-

mentary views on the content and should be com-
bined. These results also indicate that chemical
risk is not fully conceptual category but is also re-
lated to subjective and contextual values.
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Abstract

Our purpose is to present research done in
Ukraine on terminology-related questions.
We address three aspects: theoretical ques-
tions studied, automatic terminology-related
tools and existing terminological resources.

1 Terminological research in Ukraine

Terminological research in Ukraine has long tradi-
tion:

• the journal Лексикографічний бюлетень

(Lexicographical bulletin) has been founded
back in 1951;

• the activity of Інститут української

наукової мови ВУАН (Institute of Ukrainian
Scientific Language of Academy of Sciences)
and Технічний комітет стандартизації

науково-технічної термінології (Technical
Committee for Scientific and Technical

Terminology Standardization) consists
in normalization and standardization of
Ukrainian language and terminology;

• a dedicated conference Українська

термінологія і сучасність (Ukrainian
Terminology and Contemporaneity) has been
held for the 10th year in 2015.

On the whole, the research in terminology is
similar to the research work done in other coun-
tries, although the geographical and political sit-
uation in Ukraine is specific: poor development
during and after the soviet period, overwhelm-
ing neighborhood of the Russian society, first
years of the opening of Ukrainian researchers to

the internationally recognized journals and confer-
ences. Accordingly, the main body of the scien-
tific work is currently published in Ukrainian. An-
other fact is the domination of theoretical work, al-
though computational methods are emerging. We
present various realizations in the terminology
area across three lines: theoretical questions, au-
tomatic terminology-related tools and existing ter-
minological resources and their utilization.

1.1 Theoretical questions

Terminology research in Ukraine is an active area,
although the main terminological work shows
mainly theoretical and linguistic orientation, such
as:

• history of national lexicology, computational
lexicography and terminology (Самойлова,
2004; Ivashchenko, 2013);

• history of national lexicography and ter-
minography dictionaries starting from XVI
century and up to the modern times (Балог,
2004);

• computer problems related to the standard-
ization of terminology (Рожанківський and
Кузан, 2000);

• semantic processes in the modern Ukrainian
terminology (Тищенко, 2004).

1.2 Tools

There are very few automatic tools for the termi-
nology work. We can cite Part-of-Speech taggers:
UGtag tagger (Kotsyba et al., 2009) which does
not perform syntactic disambiguation and the TNT
model for Ukrainian (Babych, 1997).
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1.3 Terminological resources

Several specialized areas have been addressed in
order to propose their terminological description:

• physics (Кочерга and Мейнарович, 2010);

• law (Тименко, 2004);

• computer sciences (Коссак, 2000; Dmytruk,
2009);

• religion (Пуряєва, 2004);

• literature (Shatalina, 2005);

• Crimean Tatar language (Alieva, 2005;
Memetova, 2007).

These are mainly descriptive studies which aim
is to confine the area and to identify the main no-
tions and terms.

In accordance with the recent international ori-
entations, new research directions of the area aim
at:

• building the electronic corpora (Kelikh et al.,
2009; Демська, 2011),

• using electronic corpora for the building of
terminologies and dictionaries (Монахова,
2009; Бугаков, 2006; Глибовец and
Решетнев, 2014),

• transforming traditional dictionaries in elec-
tronic format (Левченко and Кульчицький,
2013).

Up to now, very few works are oriented on
the use of terminologies. The currently ad-
dressed tasks are related to the software localiza-
tion (Shyshkina et al., 2010), and to the indexing of
speech therapy terminology (Лалаєва et al., 2004).

The majority of these resources are not freely
available, although some of them can be queried
online: the national corpus of the Ukrainian lan-
guage1 (Дарчук, 2010) and online dictionaries2.

2 Conclusion

The terminological research is an active area in
Ukraine. It is dominated by theoretical work and
is mainly published in Ukrainian. Nevertheless, as

1
http://www.mova.info/corpus.aspx?l1=209

2
http://lcorp.ulif.org.ua/dictua/

the topics researched are similar to those studied
in other countries, we believe that the Ukrainian
research community will be soon well positioned
and recognized at the international level.
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Abstract 

Our aim is to give an account of the pro-
cess carried out in the compilation of a 
multilingual lexicon of rural tourism 
terms. This lexicon provides equivalents 
of Spanish local culturally-loaded terms 
in English, French and Portuguese, the 
languages spoken by the vast majority of 
visitors to Castile and Leon. This tool 
will contribute to improve the communi-
cation in the catering industry in this re-
gion and will prove to be a user-friendly 
and time-saving device. More specifi-
cally, we have created this termi-
nographic tool as a contribution to: (i) the 
understanding and fruitful 
communication between foreign visitors 
and local workforce; (ii) the specific 
language needs of this workforce 
involved in facilitating a pleasant stay to 
foreign travelers; (iii) the learning of the 
uses, needs and preferences of tourists; 
(iv) the avoidance of pitfalls in written
texts - web pages, menus, letters, bro-
chures, etc. Our lexicon consists of over
4,600 terms in Spanish and their
equivalents in English, French and Por-
tuguese.

11 Introduction

Communication barriers are a big challenge for 
rural tourism businesses who wish to increase 
guest satisfaction ratings, when it comes to pro-
viding quality service to international markets. 

One way to overcome this difficulty is to provide 
catering personnel with a means to easily and 
quickly check up difficult terms not easy to find 
in a traditional dictionary.   
There are several studies devoted to analyzing 
the terminology used in rural tourism in Spanish 
(Fuentes Luque, 2005, 2009; Bonomi, De Santi-
ago & Santos López, 2014; Calvi, 2001, Fijo 
Léon & Fuentes Luque, 2013, Le Poder & Fuen-
tes Luque, 2005; Kelly, 2005); however, most of 
them provide just a monolingual perspective. 
Thus, as part of an ongoing project devoted to 
analyzing different strategies for the wooing and 
catering of local rural tourism, we have designed 
a multilingual lexicon of rural tourism terms that 
we believe will contribute to enhance the foreign 
language ability of those who work in the rural 
tourism sector. 
The languages included in our lexicon are Span-
ish, English, French and Portuguese, since these 
are the languages spoken by the majority of visi-
tors to Castile and Leon (Boletín de Coyuntura 
Turística de Castilla y León, 2014). 

22 The language of rural tourism

Rural tourism is the kind of tourism that takes 
place in the countryside, and is based on local 
resources. It includes a wide array of tourism 
activities and services in rural destinations, 
where the different businesses operating there are 
often owned and managed by local entrepreneurs 
and their families; typically they offer small-
scale accommodation, homemade cuisine and 
close contact with nature and the host com-
munity.  
Rural tourism involves the direct contact with the 
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culture of the area –its folklore, customs, gas-
tronomy, etc. - and therefore, the language of 
tourism serves as a link between the visitors and 
the place they are visiting together with its cul-
ture (Durán Muñoz, 2008:31). 
One significant characteristic of rural tourism is 
its intimate connection with ethnography, heri-
tage, art and architecture, history and rural life. 
Thus, the consequence of the promotion of these 
destinations has been the revival of former meth-
ods of production and ways of living, which fa-
vor the re-use of terms in many cases obsolete 
and/or outdated. But it is also very closely linked 
with other areas of study, such as marketing, 
economics, public relations, geography and land-
scaping, etc. It is due to this varied mixture of 
disciplines that linguists play a basic and funda-
mental role in the supervision of the correct use 
of language in rural tourism communicative 
situations. Our interest in this work is from a 
lexicographic perspective and it should be noted 
that the emergence of rural tourism in the past 
few years worldwide but also in Castile and 
Leon, has contributed to the widening of the 
“repertoire of this specialized language” (Fijo & 
Fuentes, 2013:213). From a multilingual per-
spective, a problem that arises from this phe-
nomenon is the constant divergence found 
between the terms used in the different lan-
guages; and this is something we intend to clar-
ify with this empirical analysis and classification. 

33 Methodology 

Our multilingual lexicon is the result of a team 
project that includes university professors from 
different Linguistics and Translation departments 
of Portuguese, French and English languages 
from the University of Valladolid (Spain) and 
Universidad do Minho (Portugal). 

To build our lexicon we have first compiled a 
monolingual electronic corpus of Spanish online 
rural tourism websites and pdf documents refer-
ring to Castile and Leon tourism. The corpus 
consisted of 350 texts in Spanish (50,000 words). 
For the extraction of the Spanish candidate terms 
we used a word list generated by AntConc, 
which is a free online corpus analysis tool. Once 
extracted, a selection of these terms was made, 
discarding those that were not appropriate for our 
purposes. The selected Spanish terms were clas-
sified and a conceptual tree was built using tags 
designating different subfields of the domain of 
rural tourism -art, artistic activities, architecture, 

churches and convents, castles and fortifications, 
handicraft, popular celebrations, typical dishes, 
businesses and so on-. To be included in this lex-
icon these subdomains had to directly apply to an 
issue relevant to Castile and Leon rural tourism. 

Once the Spanish terms were assigned to the dif-
ferent subfields, the experts had to conduct a re-
search in order to find appropriate equivalents 
for these often very culturally-loaded Spanish 
terms in the target languages. When no equiva-
lent term was found, these specialists had to 
elaborate a concise and precise definition ex-
plaining the entry term.  

The final product is a lexicon consisting of more 
than 4,600 terms in Spanish and their equivalents 
in English, French and Portuguese. This lexico-
graphic tool is in the process of being published 
as a printed terminographic resource and also as 
an online source. The reason for these two ver-
sions is that, due to the specific orographical 
characteristics of the region of Castile and León, 
it is very difficult to access the Internet in vari-
ous locations due to technical problems; there-
fore, a hard copy version of the lexicon would be 
the most appropriate solution. On the other hand, 
an online version of the lexicon will allow the 
authors to constantly update it with new terms. 
Also this terminology tool will easily be ac-
cessed through app devices.  

 

4. Results  

The lexicon compiled contains terms dealing 
with different subfields of rural tourism. While 
finding appropriate equivalents for the terms, we 
had to face various terminology and translation 
issues. Often we had great difficulty when there 
was a lack of equivalent in the target language 
due to referential opacity or if there was one it 
was either too general, inaccurate or confusing 
(Rabadán, 1991: 166). When unable to detect a 
correct equivalent, we decided to rather include a 
brief and accurate description of the pertaining 
term, for example this was the case of the terms 
‘palloza’ and ‘hogaza’: 

palloza: traditional stone thatched house typical of Leon 
(En) maison en pierres sèches, couverte de paille, typique du 
nord de Léon (Fr) casa de campo, quinta típica da Leão (Pt) 
 
hogaza (de pan): round multi-grain peasant bread (En) 
miche (Fr) fogaça (Pt) 
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When the case was that the Spanish term has 
been borrowed, sometimes we decided to also 
include a brief explanation in the target language. 
The reason for this is that we believe that despite 
the lexicalization of this borrowing, some users 
may not be familiar with it yet. This is the case 
of ‘sangría’: 

sangría: sangria, red wine punch (En) sangria, boisson 
rafraîchissante à base de vin rouge et de jus de citron (Fr) 
sangria (Pt) 

Another important issue we had to cope with was 
the case of polysemous words. There are some 
words that are found under two different sub-
fields since they are used with different mean-
ings in each subfield, for example: ‘muela’ listed 
under the subfields handicraft and parts of the 
body, ‘crucero’ listed under churches and con-
vents and traditional architecture, and ‘talla’ 
belonging to the fields clothes and accessories as 
well as sculpture. Since we also provide an al-
phabetical list of all the terms the user can refer 
to it if in doubt. 

muela (molino): millstone (En) meule (Fr) moinho (Pt)
(HANDICRAFT) 

muela: molar, back tooth (En) molaire (Fr) molar (Pt)
(PARTS OF THE BODY) 

crucero: transept (En) croisée du transept (Fr) transepto 
(Pt) (CHURCHES AND CONVENTS) 

crucero: stone cross (En) calvaire, croix dressée sur une 
plate-forme ou à un carrefour (Fr)  
cruzeiro (Pt) (TRADICTIONAL ARCHITECTURE) 

talla (madera): carving (En) sculpture (Fr) talha (Pt)
(SCULPTURE) 

talla: size (En) taille (Fr) tamanho (Pt) (CLOTHES AND
ACCESSORIES)

We also took into account the most relevant col-
locations in the language of rural tourism in 
Spanish while compiling our lexicon. A colloca-
tion is a recurrent word combination consisting 
of a base and one or more collocates (Méndez 
Cendón, 2004: 196). We used a concordance tool 
to detect collocations. The high frequency of oc-
currence of a given collocate with a certain base 
was a key issue to identify a collocation for the 
lexicon. It is important to mention that some-
times there is just a verb as the equivalent in one 
or some of the target languages instead of an 
equivalent collocation. For example: 
‘esculpir/tallar madera/metal’, ‘hacer autostop’, 
‘ir en bicicleta’ and ‘ir a caballo’: 

esculpir (madera): to carve (En) sculpter (Fr) esculpir 

(Pt) 

esculpir (metal): to engrave (En) sculpter (Fr) gravar (Pt)

tallar (madera): to carve (En) tailler, sculpter (Fr) talhar 
(madeira) (Pt) 

autostop (hacer): to hitch-hike (En) auto-stop (Fr) pedir, 
andar à boleia (Pt) 

bicicleta (ir en): to cycle (En) monter à vélo (Fr) andar 
de bicicleta (Pt) 

caballo (ir a): to ride (En) monter à cheval (Fr) montar (Pt)

On other occasions, the equivalents are other 
collocations in the target languages: 

aire (tomar el): to get some fresh air (En) prendre l’air 
(Fr) ar (apanhar) (Pt) 

copa (tomar una): to have a drink (En) prendre un 
verre (Fr) beber um copo (Pt) 

ciclismo de montaña (hacer): to go mountain-
biking (En) faire du cyclisme de montagne (Fr) fazer ciclismo 
de montanha (Pt) 

5. Conclusion

The ultimate goal of our study has been to make 
a minor contribution to the communication be-
tween foreign visitors and local workforce in the 
rural catering industry. We have found that there 
were relevant issues that needed to be clarified 
when searching for the right equivalents in the 
target language – e.g. opacity, borrowings, lexi-
calization, polysemy, collocations and so on. We 
hope that our lexicographic tool will be of great 
help to those involved in the different areas of 
the rural tourism industry. 
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1 Introduction

Multilingual ontology population from texts, i.e.
addition of new terms in an ontology, requires a
suitable parallel or comparable corpus. In this pa-
per, we aim to check whether the corpus selected
for our project suits the ontology we want to pop-
ulate. The corpus for ontology population should
not only reflect a specific domain and have a suf-
ficient volume of data, as discussed in (Delpech et
al., 2012), but also suit the initial ontology. Us-
ing an existing corpus can be an efficient solution
used in many projects (Cimiano, 2006; Bouamor,
2014; Pinnis, 2014). However this option is less
reliable in the case of a large multi-domain cor-
pus and an ontology which might not cover all
the domain concepts. The need for suitability be-
tween text corpora and ontology is expressed by
(Aussenac-Gilles et al., 2006) who underlined the
importance of text type in the corpus, the ontology
application, the validation criteria and set up. The
text layout can also play an important role: some
projects aim to use extralinguistic information for
ontology population (Kamel et al., 2013), while
others concentrate on the comprehensiveness of
the text (Faber et al., 2006).

In this case study, we set up an experiment
checking whether a corpus is suitable for ontology
population, based on the example of the large par-
allel (English, French and German) corpus PatTR1

(Wäschle and Riezler, 2012) and the EcoLexicon2

terminology knowledge base which we use in our
project.

1
http://www.cl.uni-heidelberg.de/

statnlpgroup/pattr/

2
http://ecolexicon.ugr.es/en/index.htm

2 Resources

2.1 Corpus

The PatTR corpus is a large3 collection of paral-
lel segments from patents organized by language
pairs. These segments are classified into files ac-
cording to their position in the patent structure (ti-
tle, abstract, description or claims) (Wäschle and
Riezler, 2012). All the language pairs have their
metadata files which contain essential information
(the IPC4 code, the reference, etc.) for each seg-
ment. As the different domains are mixed, the
metadata play a crucial role for our project.

2.2 Ontology

The terminological knowledge base EcoLexicon
is developped by the LexiCon research group at
the University of Granada. The resource is de-
signed according to the principles of Frame Based
Terminology (Faber et al., 2005; Faber et al.,
2006; Faber et al., 2009; Faber, 2011; Araúz
et al., 2011). It contains 3,547 concepts and
19,712 terms (cf Table 1) on the topic of envi-
ronment in seven languages, including English,
German and French. The terms are connected by
generic-specific, part-whole and non-hierarchical
relations. The latter refer to the behaviour of the
concepts in a domain-specific or a general seman-
tic frame (Faber et al., 2009).

EcoLexicon was built using two types of
resources: manually selected domain corpora
(bottom-up approach) and a collection of domain
thesauri, dictionaries and lexicons (top-down ap-

322,998,357 segments for EN-DE pair; 18,764,038 for
EN-FR and 5,110,262 for FR-DE (PatTR web site)

4International Patent Classification, http://www.

wipo.int/classifications/ipc/en/
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Language Nb of terms
FR 640
EN 3079
DE 3713

Table 1: Number of terms by language in EcoLexicon

proach) (Faber et al., 2006). The multilingual
corpora were built manually from reliable do-
main sources, taking into account multiple cri-
teria (quantity, quality, simplicity and documen-
tation). The domain-specific terminological re-
sources were compared and evaluated in order to
obtain a representative dataset.

3 Main issues

The PatTR corpus represents two main challenges:
its size and its domain diversity. In fact, we can
hardly estimate the amount of data for each IPC
category without getting into the metadata anal-
ysis. Domain diversity can also be addressed
through the metadata. However, a manual anal-
ysis is required: unless being a specialist of the
IPC, one needs to manually establish a list of cat-
egories potentially corresponding to the ontology
domain. Since this intervention is guided by hu-
man intuition, we need to validate the sub-corpora
choice. Due to its size, the corpus is not designed
to be read by a human user, so it is difficult to per-
form any manual check on the selected domain-
specific sub-corpus. We address the validation by
counting the concepts occurrences in the selected
sub-corpora and checking that these occurrences
belong mainly to domain-specific concepts of the
ontology.

4 Set up

We defined a set up based on three main steps:
(i) manually matching IPC categories to select the
sub-corpora, (ii) counting concept occurrences in
the selected sub-corpora and (iii) performing a
semi-automatic validation of the concept occur-
rences.

4.1 Manual selection of IPC categories
The main challenge is to select the IPC categories
that are suitable for the EcoLexicon ontology pop-
ulation and enrichment. As the corpus is very
large, we cannot take all the data to check the con-
cepts occurences. Therefore we started by looking

up the domains defined in EcoLexicon and limited
our interest to the domains enumerated in Table 2.
Then we selected the IPC categories which might
suit the EcoLexion ones. As one can notice, this
manual correlation is subjective and not transpar-
ent, so we need an automated validation.

IPC EcoLexicon
C02F Treatment of water,
waste water, sewage, or
sludge

3.2.5.1 Waste treatment
and 3.2.5.2 Water treat-
ment

B09C Disposal of solid
waste; reclamation of
contaminated soil

3.2.5.4 Soil quality
management

H01(G,M) Basic elec-
tric elements, C01G
Inorganic chemistry,
H02(J,M) Generation,
conversion, or distribu-
tion of electric power,
C25(B,C,D,F) Elec-
trolytic or electrophoretic
processes; apparatus
therefor

3.5 Energy engeneering

Table 2: Manual IPC categories selection5

4.2 Occurrences count
We counted the occurrences of the concept labels
to validate the selected sub-corpora. In fact, this
approach is used to evaluate the ontology coverage
regarding a domain corpus (Oostdijk et al., 2010).
To do so, we lemmatized the corpus with the Tree-
Tagger (Schmid, 1994) tool and transformed both
the corpus and the concept labels to lowercase.
This caused some problems, because some labels
lost their domain specificity (for example, Be@en
for berrilium became be and was found nearly in
every English phrase). So we had to limit the la-
bels to words longer than 2 characters.

We calculated the percentage of the concept oc-
currences in the total amount of tokens in the do-
main sub-corpus. For example, the English sub-
corpus for the C02F category has 1,339,946 oc-
currences for 7,806,687 tokens, so the concept oc-
currences represent 17% of the tokens (the highest
rate in our data collection). The least covered sub-
corpus is the French H02M one with 1% of occur-
rences (55,803 occurrences for 4,359,434 tokens).

5As the category titles are too complex, we took in this ta-
ble the generic IPC descriptions (i.e. Basic electric elements
is the title of the whole H01 category)
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Our hypothesis is that the sub-corpora containing
more ontology concepts are more likely to be effi-
cient for ontology population, so we will start the
ontology population from the most covered sub-
corpora.

The disparity in the coverage among languages
observed in the Table 4 (17.16% maximum for En-
glish, 3.67% for German and 3.60% for French)
can be explained by the difference in the number
of EcoLexicon labels for these languages (cf Ta-
ble 1). As we use a parallel corpus, we will base
the suitability analysis on the occurrence percent-
ages for English and try to find the terms transla-
tions for the other languages from the corpus.

4.3 Semi-automatic validation
The purpose of this step is to see which con-
cepts appear in the corpus and to validate that their
meaning in the corpus matches the one described
in the ontology.

We noticed that a part of the occurrences be-
longs to quite general concepts that are quite
close to the definition of transdisciplinary vocab-
ulary (Tutin, 2007; Jacquey et al., 2013), such as
method, device, process which is due to the fact
that the corpus contains segments from patents.
We want to be sure that the total occurrences count
is not made only of these concepts. To do so, we
definded a set of five recurrent concepts and their
labels in the three languages (cf Table 3) in or-
der to calculate their percentage in the total occur-
rences count.

Concept Labels
Method method@en, mthode@fr, Methode@de
Process process@en, processus@fr, Prozess@de
Treatment treatment@en, traitement@fr, Verar-

beitung@de, Behandlung@de
Device device@en, outil@fr, Mechanismus@de
System system@en, systme@fr, System@de

Table 3: Manual concepts and labels selection

The combination of the concept occurence and
the general concept percentages (cf Table 4) gives
a better idea of the best sub-corpora to be used in
the next steps. The highest percentage of general
concepts is 19% (C25F for English), that means
that almost every 5th occurrence is a general con-
cept one. Without final results of the ontology
population and enrichment, we cannot judge if this
proportion is too high. The maximal percentages

of the general concepts for German and French are
respectively 9.14% and 1.19% of the concept oc-
currences.

IPC Lang Occurrences
%

General
concepts
%

C02F en 17.16 11.86
B09C en 16.17 13.40
C25C en 12.54 11.91
C25D en 11.66 14.88
C01G en 11.57 14.72
C25B en 11.18 13.43
C25F en 11.04 19.00
H01M en 10.32 10.73
H02J en 9.57 15.49
H01G en 8.15 12.12
H02M en 8.08 9.54
B09C de 3.67 6.66
B09C fr 3.60 0.99
C02F de 3.36 7.29
C25C fr 3.33 0.88
C25C de 3.12 2.66
C01G fr 3.10 0.46
C25B fr 2.93 0.79
H01M fr 2.69 0.55
C25D fr 2.63 0.98
C01G de 2.57 2.91
C25F de 2.55 6.75
C25D de 2.48 4.41
C25B de 2.25 5.31
C25F fr 2.18 1.09
H01G de 1.94 2.70
H01M de 1.86 4.17
H01G fr 1.79 1.13
H02J de 1.68 9.14
C02F fr 1.63 1.19
H02J fr 1.57 0.94
H02M de 1.39 4.03
H02M fr 1.28 0.45

Table 4: Concept occurrences and general concepts
percentages

We also manually checked 5 random segments
for 10 randomly selected terms, for example sur-
face water, waste, biomass, etc., to be sure that
they preserve their terminological meaning. This
quick validation helped us to confirm that the se-
lected sub-corpora can be used for future treat-
ments.

Regarding the meaning of the matched terms,
the patent titles and abstracts preserve the termi-
nological sense, while the claims part has more
rigid style and uses some specific expressions, like
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method as in claim X, product accord to one of the
claim X, a process along the line of claim, etc. In
the same time, domain specific terms contained in
claims can still be used as such.

5 Conclusion

The described set up can save time while using a
large corpus for the ontology population task. The
combined use of metadata and occurrences count
show the best sub-corpora that we should keep for
further treatment. The semi-automatic validation
of occurrences is a useful step which helps to en-
sure that we know the data used in the project.
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Abstract 

Many language resources are nowadays 
available in machine readable formats, but 
still contained in isolated silos. Current 
Semantic Web-based techniques enable the 
transformation and linking of those resources 
to become a navigable graph of linked 
language resources, which can be directly 
consumed by third-party applications. The 
prototype we have developed builds on a 
web user interface and SPARQL endpoint 
initially developed to query a single 
terminological database (Terminesp), now 
extended to navigate a set of multilingual 
terminologies. The vocabulary used to 
represent these terminologies into the linked 
data format is lemon-ontolex, a de facto 
standard for representing lexical information 
relative to ontologies and for linking 
lexicons and machine-readable dictionaries 
to the Semantic Web. 

1. Introduction
The Linguistic Linked Open Data (LLOD) cloud1 

is a sub-cloud of linguistic resources provided in an 
interoperable way (using the Resource Description 
Framework or RDF data model), freely accessible 
and linked with each other. In its current state, the 
LLOD Cloud contains monolingual and multilingual 
dictionaries, lexicons, thesauri and even corpora. 
English is the best represented language, and some 
languages are underrepresented or not present at all.  

With Terminesp (a multilingual terminological 
database created by the Spanish Association for 
Terminology, AETER), we aimed at validating the 
lemon-ontolex model as a representation scheme for 

1 http://linguistic-lod.org/ 

lexical resources, specifically, the so-called 
vartrans module, a dedicated module that 
accounts for terminological variation and translation 
relations among entries (Bosque-Gil et al., 2015). 
Building on that experience, we have now 
transformed additional multilingual terminological 
resources, namely, a set of freely available 
terminology databases2 from the Catalan 
Terminological Centre, TERMCAT, into linked data 
(LD) using lemon-ontolex as underlying data format, 
and aim to showcase the benefits of integrating 
terminological resources.  

In this paper, we focus on the design decisions 
taken in the transformation and linking steps, and on 
the impact they have in the search and navigation of 
the resulting linked terminological data.  

In Section 2, we introduce lemon-ontolex and the 
vartrans module. In section 3, we describe the 
design decisions taken in the transformation process. 
In section 4, we refer to the benefits of browsing and 
navigating linked multilingual terminologies.  

2. lemon-ontolex
The lemon-ontolex model is the resulting work of 

the efforts made by the W3C Ontology Lexica 
Community Group since 2011 to build a rich model 
to represent the lexicon-ontology interface. It is 
largely based on the lemon model (McCrae et al., 
2012) and consists of a core set of classes and 
several modules3. The vartrans module has been 
developed to record lexico-semantic relations across 
entries in the same or different languages (Fig. 1.): 
those among senses and those among lexical entries 
and/or forms. Lexico-semantic relations among 
senses are of semantic nature and include 

2 http://www.termcat.cat/es/terminologiaoberta/ 
3 See lemon-ontolex final model specifications at 

http://www.w3.org/community/ontolex/wiki/Final_Model_Sp
ecification 
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terminological relations (dialectal, register, 
chronological, discursive, and dimensional variation) 
and translation relations. In contrast, relations among 
lexical entries and/or forms concern the surface form 
of a term and encode morphological and 
orthographical variation, among other aspects. 

Fig. 1. Classes and properties in vartrans   

3. Migration and linking of the resources
For the transformation of TERMCAT terminology

repertoires to the LD format and linking to 
Terminesp we followed these steps: data exploration, 
URI naming strategy, data modeling, RDF 
generation and linking (Vila-Suero et al., 2014).  

Data exploration. TERMCAT terminology 
repertoires are divided by domain. Each database 
consists of a list of entries in Catalan and their 
translations into Spanish, English, French, etc., along 
with the term type (full form or abbreviation), 
references to associated terms, synonyms, and, 
sometimes, definitions. Data for part-of-speech, 
gender and number in nouns, and subcategorization 
of verbs, is also available.   

URI naming strategy.  Inspired by the work in 
the Apertium dictionaries4, the term itself, its part of 
speech and the language of the term are part of the 
URI of the lexical entry. For lexical senses, the 
domain is included in the URI.   

Modeling. For the modeling process, we regard 
each term in a set of translations as a specific sense 
of a lexical entry, a sense that is mapped to a concept 
in a particular domain. This allows us to have a 
unique lexical entry red (network), for instance, 
which occurs both in the lexicon Internet i societat 
de la informació as in the lexicon Indústria 
electrònica i dels materials elèctrics, with different 
senses that we extract from each domain lexicon. 
This results in a number of RDF lexica that matches 
the number of languages available in TERMCAT 
data, and each lexical entry will have a different 
number of senses depending on its use across 

4 http://linguistic.linkeddata.es/apertium/ 

domains. In this way, the lexical entry :red-n-es will 
be mapped to a sense :red-n-es-Internet-sense, as 
well as to a :red-n-es-Industria-sense, etc. Each of 
these senses refers to a skos:Concept with a 
particular definition and domain. Regarding 
translations, the vartrans module represents them 
as relations across lexical senses of the entries of 
each lexicon.  Parts of speech, subcategorization, 
gender and number are accounted for as well.  

Generation and linking.  For the transformation 
we used the data cleaning and transformation tool 
OpenRefine5 with its extension for LD. We linked to 
lexinfo6 to cover morphosyntactic information, and 
to Terminesp at the lexical entry level.  Linking to 
DBpedia is also planned as a next step.   

Fig. 2. Web user interface 

4. Browsing multilingual terminologies
We reuse the Terminesp web user interface (see 

Fig. 2.) and SPARQL endpoint to browse and query 
this set of integrated terminologies7. Benefits are 
related to easy access and reuse of linguistic data by 
end users (translators, terminologists) and semantic-
aware software agents.  
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